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ATLAS Level-1 Calorimeter Trigger Cluster Processo  r Module

1 Introduction

This document describes the specification for tteelpction Cluster Processor Module (CPM) of the
ATLAS Level-1 Calorimeter Trigger .

The document is structured as follows: Sectionvégian outline of the key algorithmic tasks of the
Cluster Processor, and describes its organizatidrcantext within the Level-1 Calorimeter Trigger;
Section 2 describes the functional requirementb@{Cluster Processor Module; Section 3 describes
the corresponding implementations of these funstitwgether with some additional technical aspects
of the module; Section 4 describes aspects of tieagement of the project; Section 5 provides d brie
summary of the specification and status of the rfeadu

1.1 Overview

The Cluster Processor Module is the main modutbefCluster Processor (CP) of the ATLAS first-
level (LVL1) calorimeter trigger. The main tasksté Cluster Processor are:

* to identify possible isolated electrons, photong semi-hadronic decays using information
from the ATLAS electromagnetic (em) and hadronidhcalorimeters.

e to calculate the multiplicities of yAndt candidates passing different threshold conditmms
transverse energy {E

« to transmit these multiplicities as inputs to thé.ll trigger decision; the glandt candidate
multiplicities are summed from individual CPMs tiyetCommon Merger Module (CMM),
which sends the total multiplicities on to the LVCEntral Trigger Processor (CTP).

e to transmit the co-ordinates and classificationsasfdidates found in accepted events to the
second-level trigger system (LVL2) as Regions ¢éiest (Rols) to guide LVL2 processing.

e to transmit DAQ data from Serialisers and Hit sums.

The Cluster Processor is one of three sub-systéthe @alorimeter Trigger. The other sub-systems
are:

« the Pre-processor (PPr), which takes signals fl@ATLAS calorimeters as shaped analogue
pulses, digitises and synchronises them, identifiesounch-crossing from which each pulse
originated (known as Bunch-Crossing IdentificatiorBCID), performs the final £
calibrations, and prepares the digital signalséoial transmission.

« the Jet/Energy-sum (JEP) processor, responsibtadaiet, missing-Eand total-k triggers.

The Pre-processor provides the input data useatiythe CP and JEP systems. The two processors
operate independently of each other, and communtbair results separately to the CTP.

The CP system looks fornedndt candidates within the coverage of the ATLAS tragksystem

(In] < 2.5). Its input signals are formed by analoguersation of calorimeter cells to form “trigger
towers” of granularitydg xAn ~ 0.1x 0.1, separately in the ATLAS electromagnetic aadrbnic
calorimeters in thig range. The PPr sub-system receives5®4(@ x n) trigger tower signals from the
LAr electromagnetic calorimeters, and a matchinmgyaof projective trigger towers of the same
granularity from the hadronic calorimeters (Tile@all HEC). The PPr outputs to the CP are digital
trigger tower signals which are 8-bit calibrategvalues associated in time with a single bunch-
crossing. Since the bunch-crossing identificatigodthms suppress off-peak samples from the broad
calorimeter pulses, many of the tower signals femy given bunch-crossing will carry zeroes. All
trigger tower signals from every bunch-crossingsangplied by the Pre-processor synchronously to the
CP at the 40.08 MHz LHC bunch-crossing rate. Ferréimainder of the document, 40 MHz will imply
the LHC frequency of 40.08 MHz unless written akeaimal. Similarly 160MHz will imply

160.32 MHz. (Each 25 ns cycle of the 40 MHz bunadssing frequency is colloquially known as a
tick).

The algorithms used in the CP system to identifyaatit candidates are illustrated in Figure 1 below.
The cluster-finding algorithms [1] are performedhin windowsof 4x4 trigger towers¢xn), each
window having twdayersof matching projective trigger towers, from theatomagnetic and hadronic
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calorimeters. The window slides by one tower irhitben ande directions so as to completely cover
the calorimeters within the acceptance of the @lgms (n| < 2.5). Each window has two parts on each
layer, the central®2 coreand the surrounding 12-tower isolatidmg.

The algorithms utilise the following sums of tovigrvalues within an algorithm window:

« aset of foutrigger clusters used to define thetof the candidate. For theyedlgorithm these
consist of k2 or 2¢1 pairs of electromagnetic towers within the cdri2rk2 core of the
window. For ther algorithm each electromagnetic pair is added tac#mral %2 sum of
hadronic trigger towers.

e an electromagnetisolation sumthe sum of the Ein the ring of 12 towers surrounding the
central X2 region)

e ahadronic isolation sum (corresponding 12-towsg region in the hadronic calorimeters)

« for the ey trigger, the central’2 sum of hadronic towers is an additional isolatiegion.

* anRol cluster which is the sum of Ein the central 22 towers of both calorimeters.

Convention depicts the algorithm window witthorizontal ¢n to the left andn to the right) andp
vertical (@ at the bottom and at the top). This orientation will be reflected at least fon O in the
layout of the CP crates as viewed from the frohie Tower left £¢,—n) tower of the core is referred to
as thereference towerand is used to identify the position of the windalthough i) all 4 core towers
are effectively equivalent, since a window may edmt cluster dominated by any of the four towi)s,
the Rol co-ordinate of any cluster is actuallyhat tentre of the core ok2 towers

ely algorithm Inl<2.5 trigger space
em / ) e — ——
core >
isolation
ring -

cluster
tower (em+had)

(0.1x0.1)  ely cluster

\\\\\\\\\\\Vm

ow

. 8 neighbouring
1 /h algorithm Rol clusters de-clustering

Figure 1: Cluster Processor g/ and t algorithms.

For a window to be accepted as containing a catalidgger object, the following requirements must
be met:

» atleast one of the trigger clusters must be aldrigger threshold

< all of the isolation sums must be below their cepandingsolation thresholds

« the central Rol cluster must béogal Er maximumi.e. must be more energetic than the eight

other X2 clusters that can be formed within the window.

This last requirement is known de-clusteringsince it eliminates the double-counting of cluster
which are jointly contained by adjacent windowsisTinakes use of the fact that for any window, the
Rol clusters of the eight neighbouring windows @ratained within the original central window, amd s
each window can make a comparison of itself taéighbours, even if the neighbouring windows are

! This is a “logical” descriptiofl in the implementation all windows will be evalugia parallel.
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actually processed in a different hardware deviceavoid inefficiency due to finite resolution of
digital Er sums, the requirement is loosened to requiringttfeatentral cluster be more energetic than
its (overlapping) neighbours at the and+n edges of the window, and at least as energetts as
neighbours along the opposite edges.

The CP system will provide 16 sets of trigger thodds. Eight of these will be used only for the e/
algorithm, while the other eight may be used ftinai ey or T algorithms. Within each threshold set
comprising cluster and isolation tests, each tholeisban be chosen independently of any of the sther

1.2 Organisation

This section presents details of the organisatidhecluster-finding task within the Cluster Prsser
Module. The trigger tower inputs to the Clusterd@ssor naturally form a map of the calorimeters ove
the two dimensions of pseudo-rapidity) @nd azimuth¢, continuous). This is thieigger spacewithin
which the cluster-finding algorithms operate; setsof the trigger space applicable to a particular
trigger component are referred tosah-spacesr regionsand are described by the numbers of towers
in each dimension asy¥ N, x Niue (latter only where appropriate to considering bathand

hadronic layers). The Cluster Processor dividesigger space into fouquadrantsin ¢, each of which

is processed by a single Cluster Processor crataiotng 14 CPMs. A CPM processes 64 windows,
arranged logically in a 2@l (@xn) array. A crate of 14 CPMs is therefore sufficismprocess 56

trigger windows im, while data will only be available from the 5Qgiyer towers spanning the pseudo-
rapidity range ofn| < 2.5. The CPMs at both ends of each crate will lsamember of unused windows
and those that are used will have only some of thpiit towers populatédThe quadrant architecture
is illustrated in Figure 2.

CPMs

CP Quadrant
crate

Quadrant of
CP trigger
space

Figure 2: Quadrant crate architecture of CP sub-syem.

In this architecture, the reference towers of €a2eM are provided by a separate Pre-processor Module
(PPM) for the electromagnetic and hadronic layere(PPM for each layer mapping onto one CPM).

In order to form the overlapping windows requirgdtie cluster-finding algorithms, a CPM must share
trigger tower data with other CPMs which proceggams of the trigger space adjacentjifwithin the
same crate) ap (in a separate CP quadrant crate). The sharidgtafbetween CPMs is a major

function of the Cluster Processor system and islleann two ways:

e Trigger tower data required by 2 CP crates areiclaeld in the Pre-processor and received
directly by CPMs in both crates.

2 While it would be more efficient to use only 13@®per crate, this would require the central module
to span th&)=0 boundary and would not match well with the madity of the Pre-processor, which is
constrained by the modularity of the cables caggnalogue data from the calorimeters.
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e Trigger tower data required by 2 neighbouring CRiMthe same crate are received directly
from the Pre-processor by one module and copiéd teeighbour via the crate backplane.

A feature of this crate/module architecture is ti@atrigger tower data are required by more than tw
crates (so only two-fold duplication is requiredlie Pre-processor), and that within a crate data a
required by a CPM and (at most) one of its immexdiegtighbours (Figure 2). This provides a very
simple pattern of data sharing within the system.

Each trigger window on a CPM is displaced by omeetan @ and/om from its immediate neighbours,
both on the same module and on modules procesdjageant regions in the same, or another, crate.
The set of 64 reference towers of the 64 windowa @PM are sometimes referred to ascie or

fully processedowers, and are all received directly from the-pracessor oserial links The
remaining towers required to complete these 64 evirsgdare referred to as thavironmenbf the

CPM. Environment towers which are adjacenpto the reference towers, are also supplied to the
CPM by serial link; the remainder are supplieddoy-in from the fast quasi-serial backplane. Each
CPM shares 3/4 of its link data with its neighbdoy$an-outon the same backplane, and receives its
environment towers from the core towers of its hbayrs.

In order to complete ax4 window around a single reference tower, thredtiatal towers in bothp
andn directions are required. The complete region fdegice processing N windows is (M+3)x
(N+3) towers. The same is true of the environmenitirad the 64 windows of a CPM, so that the4.6
reference towers of a CPM therefore require a regfdl9 towers inp by 7 towers im (core plus
environment). The environment towers for a CPMsangplied by fan-in from either duplication at the
Pre-processor module or backplane fan-out by ehbeigring CPM in the same crate. The algorithm
definition causes fan-in and fan-out at oppositgesdf the environment to appear asymmetrighin
in the following way:

Fan-in: 2 rows/columngrom +@/ +n, 1 row/columrfrom—@/ -n
Fan-out: 1 rows/columnso +@/ +n, 2 rows/columns$o —@/ —n

Trigger towers are combined into pairsgby a bunch-crossing multiplexing (BC-mux) scheime,
order to make better use of the available bandwidtin the Pre-processor and within the CP sub-
system. This scheme employs the fact that the baragsing-identification algorithms force any non-
zero trigger tower £value to be followed by a zero. This zero-cycl@wy channel carrying trigger
tower data can therefore be used to carry infonabout a neighbouring tower from the same or
subsequent bunch-crossing, with the addition ¢td@lbit used to encode which input tower appears in
which cycle of the multiplexing algorithm. The rétsa that any CP module or chip must handle tower
data with a dimension ipthat is an even number of towers. The CPM theeefeceives data from 280
towers, as a region of @ towers on each of the electromagnetic and hacltapers. Of these, 160
towers are received via serial links directly frtm Pre-processor, and the remaining 120 towers as
fan-in from the backplane. The “bottom row” (closes-@) of towers in this region is unused by the
CPM.

The CP algorithms are carried out within a CP chipich is realised in a large programmable logic
device (see section 2.3). Each CP chip processesrpping algorithm windows, arranged as an
array of two ing by four inn, requiring towers from ax&-tower region (the BC-mux scheme limits the
inputs to pairs of towers i, so that 87 towers are actually read in by each CP chip) PAcGip
therefore spans the full width of a CPMrjrand the 8 CP chips hosted by the CPM are logically
arranged in a 1-dimensional array on the CPM, thigtir core towers adjacent@and their
environments overlapping. The regions which conepais algorithm window, a CP chip and a CP
module are illustrated in Figure 3.
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2 columns of fan-out 1 column of fan-out
towers to adjacent towers to adjacent
CPM on ‘left’ (-n) CPM on ‘right’ (+n)

CP chip with environment

ax4 [ | |__2x2 core CPM 20x7-tower g 7 -
algorithm \ environment 7 , 8hqverlappc|r;)gMCP
window — 7 A\ \ _ chips per
—— Reference 7 .
tower i i
CPM 16x4 7 L
core area
CP chi %
chip ///%
T N

8 overlapping [ [ [

windows
—~ | / CP chip

COre area e

8 CP chips combined

8 fully-processed to cover 16x4 fully
towers 5x7-tower CP processed towers of

chip environment CPM

7NN\

1 column of fan-in 2 columns of fan-in
towers from adjacent 4 columns of towers from adjacent
CPM on ‘left’ (-n) towers direct CPM on ‘right’ (+n)

from serial links

Figure 3: Organisation of trigger towers on the CPM

The de-clustering algorithm allows only one windioveach X2 half of a CP chip to produce non-zero
results from any set of input ddih if there were two clusters within adjacent windpasse or the other
would be suppressed by the de-clustering algoritfim. two halves of the CP chip can therefore each
produce an independent cluster candidate descofpéé bits, a single bit indicating whether the
cluster passed one of 16 threshold sets (a clasteparticular threshold is referred to dstp These
two 16-bit results are output in parallel by the €¥#p on every cycle to be combined with the result
from the other CP chips on a module. The overallltdrom the CPM is the combination of the CP
chip results to form three-bit multiplicity courd$trigger objects (saturating at 7 maximum) atheaic
the 16 threshold sets, knownkascounts

Front edge Rear edge
VME
controller
80 LVDS
TEceivers 80 serial links
(480 MBaud)
20
8 gp Serialisers
chips
Fan-out to
adjacent CPMs
Y (160 MBaud)
{ Fan-in from
y) adjacent CPMs
Result v 4 (160 MBaud)
merging L
v Hit-counts
to left and
Clock :
distribution ”fg tMCBMM(;s
CPM ( aud)

Figure 4: Real-time data paths.

Project Specification v 2.03 Page 7



ATLAS Level-1 Calorimeter Trigger Cluster Processo  r Module

Thereal-time data pattof the CPM is defined by the data that contriliatéhe Level-1 trigger
decision, and is illustrated in Figure 4. BC-muéed pairs of trigger tower data are transmittednf
the Pre-processor as 10-bit words at 400 Mbit/s BQeserial links to each CPM. The serial link silgn
arede-serialisedo parallel data, re-timed and thenserialisedto 160 Mbit/s by a Serialiser FPGA for
distribution both on the CPM and across the backphks fan-out to neighbouring modules. Each 160
Mbit/s streamcarries a 4-bit nibble from the 10-bit trigger #nword, and so two-and-a-half serial
streams are required for each tower pair. Data #meCP chips as 160 Mbit/s streams, to be de-
serialised internally and used in the CP algoritlains pipeline clocking frequency of 40 MHz.

Hit results are output by each CP chip on everi#Z tick, from where they enter hit-merging logic
to form the module hit counts. Each module trarsitgthit counts across the crate backplane as
parallel data at 40 MHz to the crate-summing lagidwo Common Merger Modules (CMMs), each
handling the hit counts from all modules in theterfar eight of the 16 CP threshold sets. The tesul
from all four crates of CPMs are then combinecdhm $ystem-summing logic of the two CMMs in one
of the four quadrant crates. These CMMs transreitoierall results to the Central Trigger Processor,
where they form a significant fraction of the inpt the Level-1 trigger decision for each bunch-
crossing. The various steps in the real-time dath,grom serial links, through fan-out, cluster
processing and result merging are discussed in detedl in Section 2.

1.3 Related projects

The CPM fits within the context of other componenitshe Level-1 Calorimeter Trigger, which are
being developed in parallel. This document embodieember of requirements specified by the
components which are either sited on the CPM (fsgiaand CP chip FPGAS) or with which it
communicates (Pre-Processor ASIC and MCM upstreahROD downstream). All of these
components have undergone a Preliminary DesigneRResf their own, and have or will soon be
undergoing their Final Design Review. There is eiee existing documentation to describe these
components, accompanied by the Technical Design®REPDR) [2] for the whole of the ATLAS
First-Level Trigger (produced in June 1998). Thid aome of the documents most relevant to the CPM
are listed below (see Glossary for definition ofngmnent acronyms):

Level-1 TDR http://atlasinfo.cern.ch/Atlas/IGROUPS/DAQTRIG/TDi/html
Algorithm Descriptions  ATLAS note ATL-DAQ-2000-046
PPr ASIC and MCM http://hepwww.rl.ac.uk/Atlas-L1/Modules/Componehtsil

CP Chip http://hepwww.rl.ac.uk/Atlas-L1/Modules/Componehtml
Serialiser FPGA http://hepwww.rl.ac.uk/Atlas-L1/Modules/Componehtsl
ROD http://hepwww.rl.ac.uk/Atlas-L1/Modules/Modules.ttm
TTC http://www.cern.ch/TTC/intro.html

TTCDec http://hepwww.rl.ac.uk/Atlas-L1/Modules/Modules.htm
TCM http://hepwww.rl.ac.uk/Atlas-L1/Modules/Modules.ttm
CMM http://hepwww.rl.ac.uk/Atlas-L1/Modules/Modules.htm

2 Functional requirements

This section introduces the requirements on thetfons of the Cluster Processor Module. Details of
how these functions are realised are presenteddtic® 3.

2.1 Serial link inputs

The serial links from the Pre-processor to the ©luBrocessor will use Low-Voltage Differential
Signalling (LVDS) over shielded (non-twisted) peébles. A BC-multiplexetpair of trigger towers

are described by a 10-bit word for every 25 ns hwrrossing cycle; 8 bits give the calibrategvalue

for one of the towers, one bit gives a BC-mux fldgch indicates which tower of the pair it is amd o
which of the two possible bunch-crossings the tosigmal occurred, and 1 bit gives odd parity endode
over the nine other bits. Each link will carry ai@bit word per bunch-crossing cycle, with an ffex
bandwidth of 400 Mbit/s per link, carrying datarfra (BC-multiplexed) pair of trigger towers evefy 2

% See Appendix B for a summary of the BC-mux scheme.
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ns. The inclusion of two LVDS synchronisation bfispviding a guaranteed zero-one transition in
every 25 ns cycle, increases the link baud rats8®MBaud.

A CPM hosts 80 serial links from the Pre-procesaith electromagnetic and hadronic tower data
being transmitted from separate Pre-processor rasdawler 40 links of each kind. A region of<20
towers on the electromagnetic and hadronic layetisarefore received directly from the Pre-processo
by a CPM, the remaining environment towers beingiked from neighbouring CPMs via backplane
fan-in (see Section 2.2). The serial links are cioetbin cable assemblies of 4 links, with a single
compact two-row connector at each end. The CPMvesed cables (32 links) from each of two main
PPMs (one electromagnetic, one hadronic) covetiagsame quadrant. In order to supply the
duplicated data shared between two crates ap duge of a CP quadrant, each module also receives a
single cable from four further PPMs, in the twoaadint quadrants (one electromagnetic and one
hadronic from each quadrant in—j.

Each serial link signal goes directly from the iming cable to a discrete LVDS receiver, which de-
serialises the data to a 10-bit parallel word. Paigallel word is routed to a Serialiser FPGA, wWhic
prepares the data for fan-out to destinations ersétme CPM, and to an adjacent CPM across the crate
backplane (see Section 2.2 below). The format@iMDS link , with reference to the parallel I/O is
given in figure 5.

9 2 1 0

(msb) 8 bit Data word (Isb)|BC-Mux | Parity

Figure 5: Format of LVDS link data D9..D0

It is important that the connection of cable plom the pre-processor to the CPM respects both
mechanical compactness and electrical integrithefignals it carries. In order to minimise the
disconnection/re-connection of cables when exchmanfgiulty CPMs and thus to enhance cable
reliability, all incoming trigger tower data willdoconnected via the rear-edge of the CPM, throligh t
backplane. Since these data are required at a mwhbestinations on the CPM, the cable plant must
be distributed over the length of the module's sglyel] this will assist the routing of a large volume
of data and help keep signal paths uniform in lenGgble positions along the rear edge of the neodul
will be allocated alternately to cables carryingotlomagnetic and hadronic data.

Each LVDS receiver must be supplied with an extecluack of around 40 MHz, from which it can lock
into the data transmitted at a multiple of the LEl@ck frequency (see Section 2.6 for more detdils o
clocking). The Serialiser FPGA receives a “link#ed” output from the LVDS receiver, so that the
condition of the link can be monitored and recoritethe data-stream written to DAQ.

The CPM’s main functions with regard to the selitdts are:

e to route the incoming link signals as differenpalrs through the rear edge of the CPM;
< to distribute the links' entry points along theddnof the CPM rear edge;

e to provide electrical termination of the seriakkn

* to host the serial link receivers;

e to route the parallel data outputs from the sdinéilreceivers to the Serialisers;

« to route the link-locked signals from the seriaklreceivers to the Serialisers;

e to provide a 40 MHz clock source to the serial liakeivers;

« to provide a conditioned power supply to the sdnikl receivers.

2.2 Serialiser and fan-in/-out

The distribution of trigger tower data within a GRadrant cratél both on a single CPM and between
neighbouring CPM8&I is performed by the Serialiser FPGA. Each of the &erial links in a cable is
converted by an LVDS receiver into a parallel 10wmrd. The four 10-bit words from a single cable
enter a Serialiser FPGA as two 20-hbit fields (twaras each). Within a 20-bit field, nibbles of 4shit
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are multiplexed up to 160 MBaud streams, with estcbam being duplicated four times at the
Serialiser output, resulting in a total of 40 outpmeams. Of the four copies of each stream, ubpree
go to CP chips on the same CPM as the Serialisdrttee fourth goes via the CP backplane to one of
the neighbouring CPMs, where it is sent to up te¢rCP chips on that module.

Each Serialiser covers a region ef#i2owers ingxn from one cable, which also corresponds to the 8
reference towers of a single CP chip (see secti®n Zhere are 20 Serialisers per CPM handlingthe
serial links from the Pre-processor and distritjutiata to 3 CPMs (the CPM on which they sit and its
neighbours on both sides). Each Serialiser haritleer purely electromagnetic or purely hadronic
tower data, and so the 20 Serialisers can be viasd@do identical groups of 10; for every
‘electromagnetic’ Serialiser there will be a copesding ‘hadronic’ Serialiser covering the sameg
region of trigger space and routing its outputariddentical set of destination CP chips. A grotif®
(em or hadronic) Serialisers are labelled (freprto +¢) V, A-H and W, where the central block of 8
Serialisers (AH) correspond to the reference towers of the 8 l@psan the module, which are also
labelled A-H. The mapping between Serialisers and the CP dhmifiee same module is shown in
Figure 6.The Serialisers V and W handle the towmeatsare actually in an adjacent quadrant of the
trigger space (and duplicated by the Pre-processat)are used purely as environment towers on the
CPM in question (they are reference towers for CiHMbe CP crates allocated to adjacent quadrants).
For the V Serialiser only one row @nof the trigger tower data is actually requirecttsy CPM, while

for the W Serialiser, both rows in are required.

4 LVDS links and

rect-_ziv_ers per
Serialiser W Serialiser

\Chip environment Chip core

Serialiser H %_» -/ CP chipH
Serialiser G —_— - CP chip G
Serialiser F %T - CP chip F
Serialiser E —> - CP chip E
Serialiser D T - CP chip D
Serialiser C %T - CP chipC
Serialiser B —> - CP chip B
Serialiser A %—» - CP chip A
Serialiser V

CPM

Figure 6: Mapping between Serialisers and CP chipsn a single CPM; the CP chip environments
are actually overlapping, so that the dark-shadedare regions are adjacent.

The trigger tower data handled by one Serialisemaeded by up to three CP chips on the same CPM
as the Serialiser; the Serialiser supplies theeat® towers of the CP chip with the same labelthad
environment towers of CP chipstg and+@. The 4 Serialisers processing towers that are stlatadhe
edge of the CPM’s environment@(A and H, em and hadronic) have only 2 CP chipthermodule
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to which they send their data, and the V and Walisers have no corresponding CP chips, and so
supply environment towers only (to CP chips A antekpectively)ln addition, three of the four tower
pairs in a Serialiser are required by up to thrBec@ips on neighbouring CPMs, to which they are sen
by backplane fan-out.

Each half of a Serialiser can effectively be viewsegarately to the other half, since one half beéll
fanning out data ten, and the other half will be fanning out data th ¥he 20-bit parallel data inputs
of the Serialiser halves are labelled DIN_X and DWNrespectively. The CPM will allocate the X
inputs to the-n half of the Serialiser, and the Y inputs to tehalf. A half-Serialiser takes a pair of
10-bit parallel words and re-serialises them intbws” of five 160 MBaud streams, shown as AQ[4:0]
in figure 7, for example. Each bus is duplicatdihnes, and labelled as AQ—DQ for the X inputs, and
AR—DR for the Y inputs. Up to 3 of the bus copiesdeCP chips on the same CPM, and one copy
(always the D copy) will be fanned out over thekpdane to an adjacent CPM (over a short point-to-
point backplane link). In the special case of fartowa neighbouring CPM inntonly 3 of the 5

outputs, DR[2..4] , are needed.

To aid capture of the data by the receiving CP,dhip Serialiser will delay output of data sentrahe
onboard path, in order to compensate for the lotrgesmission time seen by the offboard/backplane
path.

8 bit Data + BC-Mux bit + Parity A T 1, I L L XL [

T . I M— T [ Y [

A4 X AQRI— [ M, [ My X M, [ Ms X

| Mg.oscp) { AQBI— Y Ms [ Ms X Ms X M, [

AQMI— T toc 1 Le X Moo J Mo J

— — _ — —~ —
1BC=25ns —lime 1BC

Figure 7: Format of the serial 160 Mbaud streams

Each 10-bit tower pair occupies two entire Seralisutput streams (jointly carrying eight Bits) and
half of a third which carries the BC-mux flag aratipy bits for each tower pair (it is the AQ[4] and
AR[4] streams which are shared between tower paits} tower data remain BC-multiplexed and
parity-encoded in the output streams, being dectalecal-time usage by each destination CP chip
However, the Serialiser also decodes the BC maltiph and pipelines the individual tower data for
later readout to DAQ, if and when a Level-1 Acc@itA) signal is received (see sections 2.5 and. 3.5)
The allocation of towers to a Serialiser and theeliing of its inputs and outputs are shown in Fég8.
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Trigger tower

Cluster Processo

LVDS receivers

=)

21(22[23] 24 cPM
11(1,2]13| 14
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pairs
b6|o(0|0
ofplo[eYo ) C | [o]|o|o|6
bfo|o|676

Cable (PPM ent

I —
Note new Serialiser labelling

AQ[4:0]-DQ[4:0] vs

AX[i] —EX]i] (i=0..3) in the
Serialiser specification.
Letters A:D now serve as
“copy index”, digits now
index lines within a bus.

Cable (CPM end)

Serialiser

10 10. 10 10.

DIN_XL[9:0]

DIN_X

AQ[1:0] AQ[3:2]
AQ[4]

AQ[4:0]
BQ[4:0]
CQ[4:0]
DQ[4:0]

AR[4:0] 7
BR[4:0] —>
CR[4:0]

DR[4:2] ™~

4 copies of each
Serialiser “bus

Copy B always goes to
CP chip with same
index (A-H) as Serialiset,
copy A goes tapt1,
copy C goes tg-1, and
copy D always goes to
backplane fan-out.

Figure 8: Assignment and labelling of Serialiser 1D.

r Module

For fan-out in the-n direction, both tower pairs from the X half-Seidal (i.e. one copy of each of the
5 S Data_X streams) are sent via the backplandaResut in the # direction, only one of the tower
pairs from the Y half-Serialiser is required, meagrtihat only 3 of the 5 160 MBaud streams from that
Serialiser half are required to be sent to the placle. Note that the asymmetry mentioned in section
1.2 is realised here; the Serialiser must not ealgct the correct half of the Serialiser outpatbe
fanned out in the +h directions but also select the correct lines lierstreams specifying the fan-out
data required. All Serialisers send one copy ofiBod 10 serial output streams to the backplane (th
remaining two output streams carry tower dataithabt fanned out to neighbouring CPMs). The
distribution of tower data is shown schematicallyrigure 9.

Tower data form reference
towers of 1 CP chip and
environments of 2 others

D)

.
-

. towers

.
.
.

Serialiser takes 8 towers
from 4 serial links

3 adjacent CP Chips,
1 each with 8 reference

3 copies of

tower data

required by

U
i

_

| 3 CP chips

) s

Multiplexed
tower pairs

Serial links

LVDS
receivers

Serialiser
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Figure 9: Dataflow through the Serialiser.

In total, a CPM will fan-out 120 of the 160 triggemvers it receives on its 80 serial links, requgriL60
backplane fan-out lines to do so (5 lines for eafch0x2 0 @ x layers 0 Serialiser halves required
for —n fan-out, and 3 lines for each of thex2tower pairs required faim fan-out). As well as fan-out
of data to neighbouring CPMs, each CPM receivesgaivalent amount of fan-in data from its
neighbours via the backplane, on another 160 bankpian-in lines. The 320 backplane fan-in lines,
plus associated grounding, are a major fractiath@imodule rear-edge connectivity discussed in
section 3.8. Each of the incoming fan-in lines nhestouted to up to 3 CP chips, for which it sugpli
environment data from the columns of towersg iadjacent to the fully processed towers. This rbast
done with a short routing to keep propagation detaymparable with on-board Serialiser data, and
with appropriate termination.

The Serialiser provides an internal error courteiefich of its four channels. A Parity-Error output
from each Serialiser is latched high when any effdur error counters is non-zero. The state ofieac
line is made VME-accessible by the CPM as a sibilan one of two Parity Error registers (sepanatel
in groups of ten for “electromagnetic” and “hadidrberialisers), described in Section 3.10. Sinylar
the Serialiser also has a Link-loss output lineclwhs the OR of the link loss signals for eacht®f i
input LVDS links. This signal from each Serialisfmade VME-accessible as a single bit of the Link
Loss register (again, two registers describing gsoaf ten Serialisers), and is also made visiblenas
LED on the CPM front-panel (see Section 3.8).

The input tower data to the CPM is de-multiplexad pipelined by the Serialiser for read-out to DAQ
in response to a Level-1 Accept signal. This funtis described in Section 2.5. The Serialiser hiso
two additional modeBl Playback and Synchronisatiéh which must be enabled by the CPM’s VME
controller. The Playback mode requires that thelRip memory is loaded with data via VME, which is
then sent to the Serialiser outputs when the EybRlk line is asserted. The Synchronisation mode
allows the Serialiser to synchronise its four LVIDBut channels to one of four phases with respect t
the Serialiser’'s 40 MHz clock (the selected phasefch channel can also be loaded into the Smiali
directly). The input INIT_SYNC starts the synchrgation process, and its completion is indicated by
the output SYNC_DONE; these signals must be soumoddmonitored respectively by the CPM VME
controller.

One final requirement for the prototype CPM is thane of the additional unused pins of each
Serialiser FPGA should be routed to the modulerotiats (VME controller, ROC and result-merging
logic) to provide flexibility if anything has beaverlooked in the module design.

The CPM's main functions with regard to the Ses@ah and the fan-out of serial data are:

» to distribute copies of the ten 160 MBaud outprgais to up to 3 on-CPM CP chips;

< to route one copy of eight out of ten 160 MBaudbatistreams from each Serialiser to a backplane
fan-out link;

e to provide VME access to the Serialisers;

e to provide rapid configuration of Serialiser FPGAsm VME-accessible memories.

« to provide 40 MHz clock signals from the TTC systsme section 2.6);

e to provide a conditioned power supply;

» to provide Parity Error and Link Loss registers fioonitoring serial data errors;

e to send the Link Loss signals to a front paneldathr (see section 3.8).

2.3 CP chip and cluster processing

The Cluster Processing algorithms described iri@edtare implemented in the eight CP chips on the
CPM. The CP chip is implemented aBiald Programmable Gate Array (FPGA) which is dawacled

in situwith configuration data that defines the logidrtgplement the algorithms. The complexity of the
algorithms means that only recent generations @A-Rave been both large enough and fast enough to
be suitable for cluster processing. The FPGA chyiells considerable benefits in flexibility,

particularly at the development stage.

Project Specification v 2.03 Page 13



ATLAS Level-1 Calorimeter Trigger Cluster Processo  r Module

The input pin-count to the CP chip is minimisedusing the 160 MBaud streams from the Serialiser,
and by decoding the BC-multiplexed input data awvithin the CP chip. The CP chip has 108 input
pins ((33x5 + 3x1x3)x2) for 160 MBaud tower data, through which datad@r(3x7x2) tower pairs
are sent for each 25 ns tick. In parallel to themddtiplexing of BC-multiplexed tower data withihe
CP chip, the parity of the data is also checked,ifound to be inconsistent with the receivedityar
bit, the data for a multiplexed tower pair is zat¢the BC-multiplexing flag may also have been
corrupted, so errors cannot be associated to &edimger within a pair). The CP chip maintains an
error map register with one bit for each of 42 BGHiplexed tower pairs (each spread across 3 input
lines) which is set when a parity error is deteclidte CP chip also maintains an internal countechkvh
is incremented for each bunch-crossing in whiclargtyerror is detected for any of the 42 towergai
providing and an indication of the rate of errarsérial data reaching the chip. Both the error amap
the error counter are VME accessible and will lsetafter being read. The internal error map lvgs a
ORed by the CP chip and available as a latchedublitie (Error). This signal is accessible as glgin
bit of a CPM CP-error register (see section 3.1@) @ a front-panel indication for errors in theade
data of each chip (see section 3.8).

The CP chip is clocked by the CPM at 40 MHz; arsteéaclocks required for the 160 MBaud input
streams or internal pipelines are provided by Dwfthin the CP chip. The measured latency of the CP
chip is 6.4 ticks, including the input data de-npétxing and error-checking. On each tick the Cp ch
outputs 2 hit bits for each of the 16 threshold,sedicating if a cluster passing that thresheidveas
found in each half of the CP chip. Due to the athar latency, the set of hit bits result from tovdata
which were clocked into the CP chips several burrassings earlier. The hit bits form the inputshe
result-merging logic described in Sections 2.4 3udd where the results from the CP chips on a CPM
are combined.

For bunch-crossings for which an L1A is receivé@, €PM also sends information on its trigger
objects to the Level-2 trigger as Regions of Irde(Rols). The Rol data from each bunch-crossieg ar
pipelined on the CP chip until they are read outeurthe control of dedicated read-out logic on the
CPM. The CP chip sends a word for each possiblgiinlone for each half CP chip) to a read-out
link, regardless of whether any of the threshotd sere passed for that Rol. Read-out from the CP
chip is described in Sections 2.5 and 3.5.

The CP chips will be implemented as FPGAs, andthieeSerialisers, they will require configuration
data to be supplied to each device (see schemahEbin Section 2.7) . The CP chip has a number of
registers which are VME-accessible through the CBddcifying parameters of the algorithms and
providing control and monitoring functions for t8& chip. Configuration and monitoring functions
provided by the module are described in Sectiof.3he final requirement for the prototype CPM is
that some of the additional unused pins of eaclel@®P FPGA should be routed to the module
controllers (VME controller, ROC and result-merglogic) to provide flexibility if anything has been
overlooked in the module design.

The CPM's main functions for the CP chips are:

« to route input tower data from the Serialisers;

e to route CP chip outputs to the result mergingdpgi

* to provide the read-out control signals which manRgl read-out;

< to route Rol output data from the CP chips to théread-out controller;

< to monitor the error line from each CP chip, asténba VME register and front-panel indicator;
e to provide VME access to the CP chips;

» to provide rapid configuration of CP FPGAs from VMEcessible memories.

e to provide 40 MHz clock signals from the TTC system

e to provide a conditioned power supply with appratgilevels for I/O and core logic.

2.4 Result merging

Each CP chip will output two 16-bit hit words, debing which thresholds have been passed for the
possible Rol in each half of the CP chip (in thetvaajority of cycles, none of the 16 threshold set
will be passed). Each bit of a given hit word forangne-bit input into a sum across all 16 CP Rols,
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made independently for each threshold set. Thdtieg sum saturates at 7 (binary 111), so that the
module multiplicity result can be expressed as®ét count per threshold 8efThus for 16 threshold
sets there are a total of 48 result bits from e2ieM.

The results for each module are then sent acresSkhcrate backplane to two Common Merger
Modules (CMM), each of which combines the modutecbunts for eight thresholds independently, for
all modules in a crate. The CMMs in one of the foaites combine the results for all four crate®imef
transmitting the total CP multiplicities at eachethold to the Central Trigger Processor. Each CMM
deals with only eight of the 16 CP threshold setguiring 24 bits from each CPM. The 24 bits from
each CPM are also combined into a checksum fromhwdi25th odd parity bit is derived (the parity bit
is generated slightly later than the hit countsje Tit counts are transmitted in parallel at 40 MdBa
across the backplane to CMMs at either end of #uiglane. The hit count outputs will be latched,
prior to transmission onto the backplane. The lavegshold sets (0 — 7) representing electronanés
sent, over the backplane, to the CMM in the JMM slothe right, and the upper threshold sets (8 —
15) nominally representing Tau hits are sent taQh8V in the SMM slot on the left.

The module hit counts at each threshold must asgebt to the read-out control (ROC) logic, where
they are pipelined before being appended to thial&er data read out as part of the DAQ data-sirea
The individual 16-bit words describing the hit rigsdirom CP chip-halves are also the basis of the R
information transmitted to the Level-2 trigger aféeL 1A (see section 2.5 for both DAQ and Rol read-
out). The implementation of result-merging logiaiscussed in section 3.4.

The CPM's main functions for the result-mergingdaaye:

< to route each hit bit to the correct thresholdfieid of a hit sum in the result-merging logic;
« to route the results to the backplane for trandons® the crate CMMs;

< to route the module hit-counts at each threshotti¢aead-out control logic;

« to provide 40 MHz clock signal from the TTC systemith programmable-delay strobe;

e to provide a conditioned power supply.

2.5 Read-out

For the Level-1 Calorimeter Trigger, which is prihaa synchronous real-time system, the teead-
outmeans the export of data in response to a Leyalegpt (L1A) signal arising from a Level-1
trigger decision, as distinct from part of the meg leading to the decision. The read-out may pibce
with variable delay after the L1A signal is recelyand is therefore not part of the synchronouk rea
time data path. The read-out involves a somewhapéex interaction between logic blocks on the
CPM, including the two kinds of large FPGA whichndsts — the Serialisers and CP chips — which
source much of the read-out data. This read-outgzaowill be fully described here, in order to make
clear the requirements for CPM module logic to clymyth the parts of the read-out function
implemented by the large FPGAs. In addition, tHeegte has evolved considerably since the PDRs of
those FPéGAs, and so this later document should dynthe latest version of the scheme for future
referenc

Data are read out from the CPM for two purposestllj the input tower values from the Serialiser
FPGAs and the corresponding hit outputs from theelip FPGAs are read out to the ATLAS DAQ
system as for any detector sub-system. These dathecused for off-line monitoring in order to Veri
the function of the CP system and to understangéhnimrmance of the calorimeter trigger. Secondly,
Rol data describing the trigger features identifigdthe CPM must be sent to the Level-2 trigger,
providing the starting point for its analysis. B®@AQ and Rol data are read out from the CPM when
an L1A signal is received from the TTC system, égadiihg that a particular bunch-crossing has been
triggered. The two kinds of data are read out io éntirely independent streams, through separate, b
similar, hardware channels, some time after thetima processing of the Calorimeter Trigger is
completed.

“ Ditto results on a CMM from a single crate andhirthe entire CP sub-systéth a three-bit count per
threshold set is allocated at all stages, with@unt in excess of 7 saturating all three bits.

® Although the Serialiser and CP chip specificatibase, of course, been brought up to date, and in
fact contain more detailed information about thaattiming of the read-out signals.
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CPM read-out is a two-step process:

1. Onreceipt of an L1A signal from the TTC systenpgtined read-out data is immediately
secured in a FIFO buffer;

2. When the read-out link is available, data is mofveth the FIFO buffer to a shift register and
scrolled out to the read-out link which carriesadiasbm the CPM.

These two steps can be carried out essentiallychsynously, buffered by the capacity of the FIFO to
absorb short-term rate differences between thestejps. The L1A signal arrives back at the CPM with
fixed and known latency after the data from whioh L1A was generated had entered the pipeline, and
the address of the data to be read-out can beedielly converting this latency to a write-read dffse

held in a programmable register. While the FIF@dsempty, the shift register is continually simii

out data to the read-out link, receiving a new tnpord from the FIFO as it completes each previous
word.

The data-flow diagram for the read-out from the CBMdhown in Figure 10. The majority of the read-
out data is generated and pipelined within theaiseirs (DAQ data) and CP chips (Rol data), before
being exported from the CPM over separate DAQ amidhigjh-bandwidth serial read-out links to
Read-Out Driver (ROD) modules. The read-out funigion the CPM are managed by the read-out
controller logic (ROC), which interacts with theateout sequencer logic in the Serialisers and CP
chips. There is an independent read-out contrfilleeach of the DAQ and Rol read-out functions on
the CPM, which will be similar in implementatioritteough the Rol ROC has reduced functionality and
slightly different data formatting. The read-outtollers’ two main tasks are to initiate the read-on
receipt of an L1A signal and to control the trarssitn of the subsequently buffered data from the
module via shift register and serial read-out limkaddition, the controllers provide additionatal#o

be integrated with the data streams read from #nial&er and CP chip pipelines. The ROCs will be
implemented as two separate FPGAs, and controlfeddans of VME-accessible registers.

Front edge Rear edge
VME
controller
L1A ‘ 2
Lo Rol L‘Ok control scp [ Serialisers
ROD in : "
< ROC
Rol
data
LlAl Hit 4
To DAQ DAQ counts
ROD Link Result

DAQ |d:=3=::=:1 merging

. control
e

Vi
7

Tower
‘slice’ data Clock
distribution

CPM

Figure 10: Read-out data-flow diagram (real-time déa shown as dashed lines).

For both streams, data describing the entire mo@hyerits and outputs respectively for the DAQ and
ROI streams) are pipelined for every bunch-crossirigual-Port RAMs (DP-RAMs) within the
Serialisers and CP chips. These pipelines havé Wwrida address counters which increment with every
bunch-crossing. They also have read address ceumbéch are offset from the write addresses by a
number of pipeline locations corresponding to #tercy between data entering the pipeline and the
L1A signal being received by the CPM. Local readrads counters within the FPGAs reduce the
number of FPGA input pins required for read-out paned to provision by the ROC of a single
pipeline read address to all devices. In ordergpkall devices synchronised, the ROC must provide
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regular resets to all address counters (after ébauof ticks which is an integer multiple of thadgh

of the pipelines). When reset, the write addregsme to zero and the read address returns toffbet o
relative to zero. The pipelines amot addressed by any derivative of the bunch-crossingter, since
this is reset at a non-integer multiple of the pifelength (every 3564 ticks), which would resalt
some data being secured for less than the fullipgpéength.

The data for a single bunch-crossing associatddanitigger are referred to aslace of data; for DAQ
read-out only, multiple slices of data may be ested from the pipelines for a single received LIA.
order to make use of a single link for the (DAQRm1) data from an entire CPM, the slice of datarfro
a single device (Serialiser or CP chip) is prestbiewise to a single bit field of the paralleltdanput
of the read-out link. It therefore takes a sigmifitnumber of ticks to read out a single sliceaifd
(depending on the read-out slice length, whichedifffor the DAQ and Rol channels) and this slice
read-out time greatly exceeds the minimum intebetiveen two L1A signals, which may occur with a
minimum separation of only 5 ticks. In order to @mmodate a sequence of L1As that arrive at a rate
above the long-term average, data from the DP-RAMd<uffered in a FIFO before being loaded into
a shift register and presented to the read-out lilke the DP-RAMSs, the FIFOs and shift registers a
integral to the Serialisers and CP chips and an&raited by signals from the ROCs. In order to
decouple the FPGA shift registers from the readlioks and allow the ROC to re-time bit-streams
from multiple sources, the shift registers sendr thiece data to the read-out link via the ROC.sTaiso
simplifies the provision by the ROC of additionalta in each bit-stream (see below).

The ROC controls the number of slices that are fiesad the pipelines for each L1A, in the ranges 1 t
5 for DAQ read-out, and 1 slice only for Rol readt-zorhe ROC must also know the length of the shift
registers, which determines the length of timakes one slice to be read out, and then as eaehisli
completed the ROC will synchronise the transfezaxth subsequent slice from the FIFOs to the shift
registers. Finally, for the duration of slice datisich comprise a single trigger, the ROC must piea
framing signal which can be carried with the datale read-out link to indicate to the receivinglRO
that a sequence of bits are all part of a singlhgéred event.

In addition to the data held within the Serialiaad CP chip pipelines, the ROC provides furthea dat
to be appended to the Serialiser and CP chip déte as part of the DAQ and Rol streams. Firdtly, t
hit results from the result-merging logic must ligefined and buffered within the ROC to be read-out
as part of the DAQ stream at the same time asfhe slices from which the results were calculated
(note that the result data enter their pipelindwifferent latency to the corresponding input todata
and so must be read-out with a different write-refiset). Secondly, the bunch-crossing number (BCN)
for the data being read out must also be apperw#dt data, for both DAQ and Rol streams. Finally,
a parity bit must be calculated for each read-atstbeam over the slice data and appended hittsoun
or BCN bits. In order to manage the appended éatzh ROC replicates some of the functions of the
read-out logic within the Serialisers and CP chiyshaving its own synchronous pipelines, FIFOs and
shift registers, and managing them in the sameasahose external to the ROC.

One evolutionary step in the read-out scheme has tihee decision to route all read-out data through
the ROC, so that data from the external and intgripalines can be easily integrated. This has the
advantage of bringing all serial streams to a sipglint before sending them on to the read-out link
which facilitates routing. This would also simpléyy change in the link implementation, since it is
only the ROCs which deal directly with the linkshar than the complex larger FPGAs. When a slice of
data from the external pipelines has been scrollgaf the shift register, the ROC can switch ® th
internal FIFOs to provide the data to be appendibd.ROC synchronises the external and internal
pipelines, FIFOs and shift registers so that cattettata relating to the same bunch-crossing ai rea
out in each slice. The possibility of streams getthut of step is controlled by monitoring the stat
the external FIFOs via their FIFO-EF (empty flaigingals; if the ROC finds any of the external FIFOs
in a different state to its internal FIFOs it geates an error signal.

Serial transmission of the read-out links will tise Agilent G-Link format, transmitted over

Multimode fibres. Data is exported over the reatisauial links in uncompressed form and the reatd-ou
driver modules (ROD) compress and format the datatbrage and later use.

One ROD per CP crate will be required for each 1matdype. A common ROD module of a single
design will be used, but with data-processing appate to one or other application implemented in
programmable logic. The compressed data are th#roedo a Read-Out Buffer (ROB) in the case of
DAQ data, or to a Level-2 Rol Builder (RolIB) in thase of Rol data. The bandwidth of the read-out
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links is more than sufficient for the data-flowul#tgg from the average rate of Level-1 Acceptsiclth
is limited by the CTP to at most 100 kHz.

One further requirement is that of VME access &dhtire pipeline in order to obtain a long-duratio
picture of the state of the module’s inputs anguots This can be done by setting the number oésli

to be read from the pipeline into the FIFO to edhalFIFO length initiating the transfer from the
pipeline with an “artificial” L1A and suspendind aleal” L1A’s until the FIFO has been read by VME
(FPGA FIFOs are directly accessible to VME; the sasrequired of the ROC FIFOs). Note that this
suspends trigger operation and normal read-outamtnany FIFOs as are required in a crate have bee
read, and is thus to be used only in diagnosticasod

In summary, the CPM ROC performs the following fiimes:

< Initiation of read-out on receipt of L1A signal fnathe TTCrx;

« Provision of read/write counter resets to exteamal internal pipeline address counters;

« Loading of data into external shift registers frefROs when previous slice is complete;

« Signalling on the read-out link that valid eventadi being scrolled from the shift registers;
« Re-timing of external shift-register inputs beforgput to the read-out link;

*  Provision of internal pipelines, FIFOs and shifjisters for appended hit-count/BCN data;
< Provision of an internal bunch-crossing countesetdy a TTCrx signal;

e Calculating and appending parity for each indivichigstream;

e Multiplexing of externally and internally pipelinathta;

* Monitoring all FIFO empty/full states, generatingexror when different to internal FIFO.
* VME access to pipeline contents by transfer toRteO.

The implementation of these functions is describetdore detail in section 3.5.

2.5.1 DAQ read-out

For the DAQ read-out, each of the 20 Serialiseosiges data through its shift register output R@C
input, which passes on that data (after re-timimg) the appending of hit bits and parity) to a Ergt-
field of the 20-bit-wide input to the DAQ read-dimk. All 20 Serialisers are thus read out in plaial
through a single link.

The Serialiser data comprises eight towgr&ues from a single bunch-crossing, after BC-
multiplexing of the Serialiser’s four input streaimgle-multiplexed, converting 4 tower pairs into 8
tower values. The DAQ data word contains some ehdit information on the serial link status for
each of the eight towers handled by the Seriaiisargiven bunch-crossing, plus either 3 resu fuit
one of the 16 threshold sets (on link fields DOSDDr a group of three bits from the 12-bit bunch-
crossing number (on link fields D16..D19). Thetf8® bits (the tower data) are supplied from th& sh
register of each Serialiser to one input of the DRQC. The hit data are received in real-time from t
local CPM result-merging logic and managed in pipgsd, FIFOs and shift registers by the DAQ ROC,
in a similar way to the slice read-out from thei8lesers. The bunch-crossing number for each L1A is
generated locally by a 12-bit bunch-crossing cauintthe ROC. The entire DAQ word is protected by
an appended parity bit generated by the ROC, wkieldded when the preceding 83 bits of the DAQ
slice have been clocked through by the ROC. Thadbof the DAQ read-out data is shown in

Figure 11.

Up to 5 slices may be read out in association aisingle L1A, and the chaining of slices is managed
by the ROC. Since the event header produced bR@ie from this data will take the event bunch-
crossing number from the first slice receivedshdles in a multi-slice read-out should carry ideadt
bunch-crossing number information, which indicatestrue BC number for the received L1A. All 128
slices in the pipeline may be transferred to tHedrto be read via VME (when ordinary L1A’s are
suspended).

® Pipelines and FIFOs both have 128 locations, afigwhe FIFO to hold the entire pipeline contents.
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Last Firs’g

83 8280 9 0
Parii| Hits| TFD2 | TT-C2 | TTB2 | TT-A2 | TT-D1 | TT-C1 | TT-B1 | TT-Al

Link |Seria|8 bit TT
Threshold ' |\ ¢ ics0-152n ReadyError| d7............... do

d2...dl

BCN d2...dQjink fieid #16
BCN d5...d% jink field #17
BCN d8...d¢ ik field #18
BCN d11..dYink fieid #19

Figure 11: Format of DAQ data slice on read-out likks DO..D19.

2.5.2 Rol read-out

The Rol read-out uses only 16 of the availabldibitls, each field being dedicated to an Rol fraaif h
of a CP chip. The Rol data consist of a mask irtaigavhich of the 16 threshold sets an Rol candidat
has passed, some bits indicating whether this Batained a saturated tower or a detected error2and
bits to indicate which one of the 4 possible Radipons in half of a CP chip was occupied. The CP
chips supply their hit Rol data from internal shégisters to 16 of the 20 ROC inputs. The Rol ROC
does not need an internal pipeline, since thene i®al-time data equivalent of the hit outputbéo

read out to the Rol stream. It does store the BCAIFIFO for each received L1A, and appends one bit
to the 20-bit Rol bit-stream on link fields DO..DHAach Rol slice is parity-protected, by a parity b
generated and appended by the Rol ROC. The foritlagdrol slice data is shown in Figure 12. Only
one Rol slice will be read out after an L1A is riged, although all 128 slices in a pipeline can be
transferred to the CP chip FIFOs to be read via VME

Last First |
21 20 19 18 17 16 15 0
Parity | BCN or| Rol Error [Saturation Hit bits (16 threshold sets)
zero location | flag flag

Figure 12: Format of Rol data slice on read-out lik DO..D15.

2.6 Timing

The CPM will obtain its clock from the ATLAS Timingrigger and Control (TTC) system, which also
provides global control signals, such as Level-tédjat to initiate detector read-out. The TTC network
is divided into partitions (one per detector subtsgn) and sub-partitions, within which all TTCrx
devices will receive the same signal. The TTC diggaee distributed through a sub-partition optigall
with both clock and data encoded in a single 16MB2aud channel. Within each CP crate, the optical
signal is converted to an electrical signal by mifig and Control Module (TCM) and then distributed
differentially as point-to-point channels on the Ratkplane. Each CPM hosts a single TTCrx chip
mounted on a small TTC decoder card (TTCdec) frdnchwvthe LHC clock(s) and a number of control
signals will be derived locally by decoding the eded digital signal.

Data transmission to and within the CP systemlisased on the 40.08 MHz LHC clock distributed by
the TTC system. Where transmission is at a multplhis frequency, for example over the serigkdin
from the Pre-processor or over the CP backplaesgthblocks are generated internally by the
transmitting device, based on a supplied 40 MHzlcl@ he distribution of a coherent high-quality 40
MHz clock to each Serialiser (20) and CP chip @all as to the Result Merging and Read-Out
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Control logic and the serial and read-out linktherefore the most vital timing function of the CPM
Distribution and clock stability will be improved/lusing high-quality PLLs on the CPM.

The TTCdec provides three 40 MHz clocks, two ofakhiClk40Des1 and Clk40Des2, are phase-
adjustable by each TTCrx chip. The CPM will supglitd0Des1 for the Serialisers, ROC and result-
merging logic and Clk40Des2 for the CP chips. $kealisers and CP chips are clocked with different
phases to allow timing scans to be performed aaditfing margins of the FIO signals between the
Serialisers and the CP chips to be measured.

The CP chips will see FIO signals arriving wittghlily different times to one another, dependingrupo
the paths taken, whether across the board or gidbkplane. The CP chip must capture the

160 MBaud signals at 160 MHz with sufficient timingargins well away from any level transitions,
using a TTC derived clock. Fine tuning of the clptiase feeding each individual input is not possibl
so instead the CP chip will internally generater foliases of a 160 MHz clock, with one phase salecte
for each input to give the best timing margin. Tlow low cost FPGAs to be used, i.e. those that can
only produce 180° or inverted phases at 160 MHz QR chips are supplied with two 40 MHz clocks
separated by 1.56 ns. Both of these clocks whetiptiedt in frequency, and having 0° and 180° phases
each, will provide the 4 equally spaced clocks6f MHz. (At 160 MBaud a quarter of a bit period is
1.56ns).

The LVDS receivers need a clock of approximateéydhme frequency as the transmit clock in order to
synchronise to the incoming 480 MBaud signal, frehich the transmit clock is recovered. Tests have
shown that the receivers function well with a cledkh identical frequency to the LVDS transmitter,
and so the LVDS receivers will be supplied by tiked phase Clk40Des1 clock.

The readout links’ Glink Transmitter will be drivétom an onboard 40.000 MHz crystal oscillator,
using a FIFO within each Readout Controller tometithe data from the TTC rate of 40.08 MHz. The
TTC derived clock is not recommended for drivingthspeed links as its timing jitter may transfer to
the serial data, and cause errors at the recditierreadout links can be asynchronous, so a crystal
oscillator is an ideal source for a low jitter dtoc

The principal timing signals used by the CPM are:

e Clk40Desl1 40 MHz LHC clock deskew 1 (adjustablesgha

e Clk40Des2 40 MHz LHC clock deskew 2 (adjustablegeha

« L1A Level-1 Accept (initiates CPM read-out of DA(@d Rol data)
« BCntRes Bunch-Counter Reset (resets local bunahtecs).

e RstLdCnt Counter Reset of Pipeline Readout (ev2s/ticks)

The first two signals are distributed as clock roats, as shown in Figure 13. Clk40Des?2 is further
split into three phases and distributed to justGReFPGAS, for capturing of the FIO data. BCntRes a
RstLdCnt go directly to the read-out controlleigg)the CPM. RstLdCnt is also distributed to the
Serialiser and CP FPGAs

Project Specification v 2.03 Page 20



ATLAS Level-1 Calorimeter Trigger Cluster Processo  r Module

PLL I3 phase
Backpl -
T-ar(c::iﬁ o Clock40Des2 | Fanout ol
| TTCdec |clock L — i
| % Cika || FPGA
| Clock40 ==
40.08MHz
s Ser.
i Ser.
PLL .
Ser.
Front Panel aw | s
Monitor point :
l Switch
l ) HIT
ROC
XTAL . |
Oscillator | | Glinks
(40.00MHz)

Figure 13: TTC clock signal distribution on the CPM.

The Data and Broadcast buses from the TTCrx cl@pequired for module control functions. The
intended use of the Broadcast Commands is tostachronous playback of Serialiser pipeline
memories in test mode. These buses will go to kI @ME controller where the issuing of
synchronous commands can be integrated with the YEHed control and monitoring paths (see
Section 3.6 for more details). Any commands isdoetie CPM via the TTC system can then access
logic on the CPM via the normal control lines teatedevice, but a number of devices and modules can
be controlled in a synchronous fashion.

2.6.1 Latency

The whole Level-1 trigger can be viewed as a pigelinto which are sent analogue signals, which are
then digitised and processed, and from which desisignal ultimately emerges indicating that a
particular source bunch-crossing contained phydat¢a deserving further attention, i.e. a trigger
decision, or just “a trigger”, has been made. Thebviously a finite and significant period ahgé
between when an analogue signal is generated B{f BAS detector and when the trigger decision
reaches its destination. This time period is thggér latency. The ATLAS detectors must preserve al
data from a bunch-crossing in local front-end mgnuluring this latency, so that the data can bedave
for further processing if the trigger decision vpasitive. The known latency between when data
entered the pipeline and when the decision emasgexjuired to retrieve the detector data to be kep
from the front-end memory.

The Calorimeter Trigger forms only a section o§tpipeline. It is at the boundary between the
analogue and digital parts of the pipeline, anaitputs receive further processing before thgig
decision is produced by the Central Trigger Prameard distributed by the Timing Trigger and
Control system. The delay of analogue signals leetfoey reach the Calorimeter Trigger is not uniform
amongst trigger towers, due to propagation timeslres of varying lengths, and hence one of tisé fi
steps within the Pre-processor after digitisat®toibring all trigger towers into synchronisat{@ith

the analogue signal with the greatest latency)amable length FIFO buffers. The Calorimeter Trigge
then performs a complex sequence of steps throsgl@ession of hardware devices before delivering
to the CTP a set of parallel bits describing tiggglr features which it identified.

A very important constraint on the Calorimeter §egis the latency (elapsed time) between when real
time input data is supplied to the trigger and witeoutput bits are made available to the CTP. The
processing time of the CPM makes up a sizeablegbdnts latency, owing to the complexity of the
algorithms that it performs. In large part, the CRiténcy is made up of the processing delays within
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the logic devices that the module hosts, the Seeiadnd CP chip FPGAs, but there are additiona ti
delays introduced by propagation (which are smsaiGe the signals only travel short distances thiéh
CP sub-system), re-synchronisation and additiagitIfunctions performed by the module outside of
the two main FPGASs, primarily result merging.

A list of the measured latency steps on the CP8hdsvn below in Table 1. The total CPM latency
does not include the latency for result-mergingh®yCMM, inter-crate merging by two of the eight
CMMs, or the transmission of results to the CTPedghsteps were each estimated at a single titlein t
TDR, which may be a slight underestimate in bogesa

Stage Latency measurement
Cables from Pre-processor to CPM (12 m) 60 ns
LVDS de-serialisation 50 ns
Serialiser synchronisation and re-serialisation ns0
Transmission to CP chip (via backplane) 2ns
CP chip synchronisation and processing 165 ns
Result-merging 12 ns
Propagation across backplane to CMM (max) 4 ns
Total 343 ns
(=13.7 BC)

Table 1: CPM latency times.

2.7 Configuration and control

2.7.1 VME control

The CPM’s principal means of configuration and colns a reduced functionality D16-A24 VME bus
(named VME--) accessed from the CP crate backptaoeigh the top section of the rear edge of the
CPM. In order to reduce space on the backplaneemiom of the CPM this implements a very simple
subset of the VME control signals — just DSO*, \W#jtDTACK* and SYSRESET — which obviously
reduces the bus functionality to single-cycle tfarsswith a single bus master. The VME-- bus inheac
crate is controlled by a VME master with local CRidrd disk and network connection. Each module
will occupy a unique portion of the VME addressagaletermined by a geographical crate address,
within which each device or register will be acesbsgia a unique range of addresses. The provisional
memory map for the CPM is outlined in Section 3.10.

The bus signals pass to a VME controller logic klttwough which control signals and/or memory
access is provided to the following devices onGRe:

e 20 Serialisers

e« 8 CP chips

* FPGA configuration memories and logic
e Result-merging logic

« Read-out controller logic

e« TTCrx chip

*  CAN controller

e Serial link status registers

« DAQ/Rol read-out link status registers

The VME controller must provide the following furants:

« Module and device identification.

e Module and device reset.

 DTACK* response for completed VME cycles.

e Control registers for selecting operational modet® module and devices on the module.
« Pulsed control signals to initiate actions on tleeloie.
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e Selection masks to select a sub-set of devicea@®kind for a particular operation or mode.
»  Status registers summarising the condition of tbdute, e.g. error flags, busy signals.

e Access to registers and RAM within on-board devisesh as FPGAs and the TTCrx ASIC
e TTC command interface and TTC/VME arbitration.

« VME interface for read/write of configuration meres.

The last two functions are discussed in more ditaéctions 3.6 and 3.7.2 respectively. The VME bu
and VME controller must operate at speeds of ~1&MH

2.7.2 FPGA configuration

The CP chips, Serialisers, result-merging and madegic are implemented as FPGAs. The use of in-
system programmable logic will allow debug and ioy@ments to the implementation of these blocks,
and even alteration of their functional specifioat{for algorithmic upgrade) without modificatioh o

the module hardware. It is expected that the fiéitprovided by an FPGA to alter the algorithrhsit

it implements will be utilised with changing expagntal conditions; for example, a low-luminosity
version of the CP chip algorithms could have sligifferent functionality to that described in

Section 1.

The use of FPGAs means that the hardware deseriptieach device must be loaded after any cold
restart of the module. Acceptable set-up timestfermodule should be of the order of a few seconds.
For both of these large FPGAs there are multiplécgs on each module that must be configured
identically, and repeated loading of configuratitaia to individual devices would take some timee Th
default power-up process will be first to verifyethonfiguration data, and then to simultaneousdy lo
the operational configuration for each type of devin addition, there is a need to load alternate
configurations, so that as well as performing tlseandard operational algorithms, the devices ean b
tested and the serial data path can be monitokegliick changeover between operational and test
configurations is essential, with a target speaifan of 1 second to re-load all configurations in
parallel into FPGAs throughout the system.

It is therefore a requirement that configuratiotadar FPGAs be held locally on the CPM in VME-
accessible non-volatile memories, from which migtipBPGAs can be programmed in parallel. The
configuration data for the Serialisers and CP chiged 1 Mbit and 8 Mbit storage respectively.

The Serialiser and CP chip FPGAs are provided mithe than one configuration store, each pre-
loaded from VME with a different configuration, 8wt the FPGAs can be quickly swapped from one
functional mode to another, by re-loading from délternate memory. Although all devices of the same
type (Serialisers or CP chips) will normally be figared identically, a mask register is provided to
specify which FPGAs are to be loaded in parall¢hwai particular configuration. A second
configuration pass with an orthogonal mask settizng then load the alternate set of FPGAs with a
different configuration (either from the alternatemory, or from the same memory after it has itself
been re-loaded). Transfer of data from configuratiemories to FPGASs is a single operation initiated
by the VME controller.

The time taken to reprogram the configuration meesois less than a minute. Reprogramming will be
used only rarely and is not as time-critical asdbefiguration of the FPGAs themselves. It is a
requirement that the VME interface to these memsgi®vide FIFO buffers of at least 1 kbyte in order
that fast VME data transfers will not be slowed ddwy slow cycle times for the transfer of each byte
to configuration memory. The VME controller providihe necessary interface such that the online
software can fill the configuration memories simpiywriting each byte to the FIFO buffer, which
indicates when its contents have been succes#fatigferred to a configuration memory. Separate
VME interfaces are provided for the Serialiser &RIchip memories, so that the two can be configured
in parallel. The configuration memories can be doaded while a run is in progress, although the
configuration data transfer via VME will have to inéerleaved with the ordinary VME activity that is
in progress during a run, and secondly, that cordition data can be loaded in to an FPGA while the
alternate memory for that device is being writtéthvits configuration. The configuration data is
readable from both the configuration memories &edconfigured FPGA devices. Finally, direct
configuration from VME is also possible, writing rarallel to all devices selected by their
configuration mask.
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The other FPGAs on the moduile read-out controllers and result-merging logicalso need non-
volatile storage for their configuration data, aligh each of these devices will only need a single
stable configuration. These memories must be prograble from VME so that the configuration can
be easily changed if necessary, e.g. for de-buggihg configuration scheme is discussed further in
Section 3.7.2.

Control infrastructure, such as the VME interfand 8PGA configuration, must be available at power-
up. The CPM has a nhumber of CPLDs to do this, deétices distributed around the module.
Programming the CPLDs of a CPM in-situ will be riggua PC or laptop connected via the front-panel
JTAG interface.

2.7.3 DCS monitoring

The physical state of the CP system is monitorethByATLAS Detector Control System (DCS). This
will poll devices throughout ATLAS to obtain smalinounts of status information in order to detect
conditions such as temperature, supply voltagecanent. The CPM provides sensors to measure the
required conditions, and interfaces these deviz@ssuitable controller, which will communicate hwit

the DCS via CANbus. The CANbus interface will use €ANbus Microcontroller circuit that has been
adopted for the modules of the Levell Calorimetégder processor crates.

The CPMs and other modules within each crate aneexied to a local CANbus. The crate TCM has
two CANbDus interfaces that allow it to act as alpe between this local CANbus and the external DCS
CANbus connection.

2.7.4 Boundary scan and verification

The connectivity between FPGAs and CPLDs on theuteodill be tested using boundary-scans over
JTAG interfaces. The devices to be scanned witldrected in a number of JTAG chains, with the
chains accessed by connections either on the framm¢! of the CPM, or within the module. The chains
are scanned using dedicated test equipment, attacleach CPM in turn.

2.7.5 Front panel indicators

As a basic diagnostic tool the CPM will also pra/gbme visible (LED) indications of its state,
covering power, clock, VME activity, serial linkdk and module result status. Changes of stateein th
front-panel indicators must be “stretched” (latcli@da short fixed period) so that intermittentagrr
conditions can be observed. A front panel LEMO emor will be provided to monitor the TTCrx
generated clocks used onboard, selectable by seftwa

2.8 Grounding

2.8.1 ESD protection

During insertion into the crate, the module mussitiate any acquired static charge before making

connection to the backplane. This is to preveriicstharge from damaging any device, especially the
large FPGAs, that are directly wired to the backplaonnector. Conductive ESD strips will be etched
along the upper and lower edges of the PCB whidllcaemnect to grounded wipers on the PCB guide
rails. 1MQ resistors between the ESD strips and the PCB drplane provides a safe discharge path.

IEEE 1101.10 standard front panels will be usegrtwvide an additional discharge path before

connection. The module front panel metalwork beuof@ssis ground well before the module is fully
inserted.
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2.8.2 Signal and Power Ground

The module ground plane is connected to the baskmanal ground using a large number of pins to
provide a low impedance, short return path forRh@ signals and other board 1/0O. The ground plane i
also the logic power supply connection via the @Vqdf the backplane power connector. The
backplane power pins are wired to bus-bars. Thie € bus-bar is strapped to the crate metalwork to
prevent the electronics from floating, and is théydow impedance connection between the module
ground plane and chassis ground.

The incoming LVDS cable has its screen connectathassis ground at the backplane. There is no
direct connection between the module ground andsihground.

Chassis GNI | CPM Cratt
\ Vil
o] [] Wiping finger contact
Bleed Resistance 2 x 1M

® S

oo SignalGND on Backplane
FIO
cP e

@—®: SignalGND on Backplane
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L LVDS

\ Chassis GND

CPM {L (\I LVDsS
l‘—x—— Cable Screen
b

Busbars PSU
Nl +
u é Electrical
PowerGND - é Mains
—
ﬁ Bleed Resistance 2 x 1M
Lt
e| Y __ Wiping finger contact
Al
Chassis GNI = Chassis GND

Figure 14: Grounding of the CPM.

3 Implementation

This section presents implementation details of@R&, which show how the above functional
requirements have been met. The CPM is a compl@ulapprocessing nearly 7 Gbyte/s of incoming
data at a pipeline clocking frequency of 40 MHzAdnhdles multiple data streams at speeds of 40, 160
and 480 MBaud. Most of the processing of the mo@ubarried out in large programmable logic
devices; the CPM will host 20 Serialiser FPGAs 8r@P chip FPGAs, plus Result-Merging and Read-
out Control logic. There are also 80 serial links#eialisers and 2 read-out links on each module.

Most of the 1/0 of the module is through its redge where the module connects to the multi-function
custom CP crate backplane (which is identical &0M&P crate backplane). The input serial links are
routed through the rear edge of the CPM for easyuleointer-changeability (the two read-out linke ar
routed through the front panel). This must be Iatared with the fan-in/out (FIO) data which are
shared between CPMs on the backplane at 160 MBaditha 40 MBaud result-merging transmission
to the CMMs within each crate. The high-speed dathsize of the module require care with clock
distribution, track impedances, termination, grangdrouting and path length uniformity.
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As well as handling the real-time data-flows, thede also provides access through the backplane to
a VME control bus, a DCS monitoring bus (CAN) ahd TTC signals distributed by the TCM. A large
number of backplane ground pins are used to erisarguality of these various speeds of signal,tand
isolate signals of differing speeds from one anothberefore a very high degree of connectivity is
required for the CPM backplane, a total of 820 fplas power connections). This is described inenor
detail in Section 3.8.

The CPM is implemented as a 9U (366 mm) heightirayer Printed Circuit Board mounted in a
standard 9U crate, supported by guide rails aatwpbottom, but connecting with a high-density
custom backplane at the rear edge. The large iosddrces required to introduce such a high
connectivity module will require leverage from finent panel. Suitable Insertion/extraction handles
must be fitted to the module.

Board rigidizers / bracing bars will be used toussl bowing of the PCB after assembly. One vertical
bar near the backplane connector, and two horizbata near the top and bottom edges will be fitted
The crate will have 2.0mm wide guide slots, anthsoedges of PCB will be profiled accordingly .

Live insertion of the CPM, i.e. with crate power, aill not be supported

The Cluster Processor system will have a totalbo€hister Processor Modules in four CP crates each
covering one quadrant in azimuth . In additionh® modules required for the operational system, a
subset of the system must be available as a &t$owh. There will also be a need for a number of
spare modules, which must be sufficient to maingémimperational Cluster Processor for the foreseen
10-year lifetime of the ATLAS experiment. The ‘seglrpolicy is to build 10% extra modules and
purchase 25% more components of those that caasily be reworked, such as those in BGA
packages.

The four crates will be grouped close togetheh@ATLAS trigger cavern, and must also be close to
the 8 Pre-processor crates from which their ingih avill be supplied, in order to keep cable lergth
and therefore latency, to a minimum. The CTP, wiédeives real-time results from the calorimeter
trigger, and the RODs, which receive the read-ata,dwill also be sited close to the Cluster Preces
crates.

Nine modules, covering two minor design iteratidreye been made to test backplane communications
between CPMs, as well as to fully test the indigldunodule and its upstream/ downstream interfaces.
The CPM is the result of an extensive programmepatept and technology demonstration.. This has
included digital simulations of FPGAs, analogueldations of backplane transmission, and hardware
demonstrators for backplane driving and serial trakismission. All of the major custom components
on the CPM (Serialisers and CP chip FPGAS) or whith it communicates (Pre-processor ASIC and
MCM, ROD) have been reviewed at the functional I¢P®R) . A long period of test and development
with other modules has evolved the design intprigsent state. .

3.1 Serial link inputs

The 80 serial links between the Pre-processor laaiuster Processor and Jet/Energy-sum Processor
use Low-Voltage Differential Signalling (LVDS). Haof the links to the Cluster Processor carries a
10-bit trigger tower word in every 40 MHz clock &ycto which are added two synchronisation and
framing bits, making a 480 MBaud serial stream. iflseming data are received and de-serialised back
into a 10-bit parallel by an LVDS de-serialiser eTjpart selected is a National Semiconductor
DS92LV1224. The received 10-bit word is sent oa terialiser FPGA for phase adjustment and
distribution (see Section 3.3). The data are clddkéo the Serialiser by the 40 MHz clock recovered
from the 480 MBaud bit-stream (each 10-bit Seralisput has a separate strobe). The link lock
indication of each LVDS de-serialiser is sent t® 8erialiser FPGAs, where the integrity of eachaker
link may be monitored. The link lock signals are-©dtnbined by the CPM in groups of 4 (by cable)
and made available as 20 front panel indicators.

The CP module receives the LVDS links through thekblane feed-through pins housed in a rear-
mounted guidance shroud accepting a compact cameatble of type 1370754-1 made by
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AMP/TYCO. The cables are halogen-free, but cororsatse PVC material. The cables are not field-
repairable. The cable has a characteristic impedahtO®@ and will be terminated by a resistor of this
value adjacent to the LVDS de-serialiser input.Seheables are typically 12m in length (exact lerigth
be determined) and require equalisation at therdyignd. The LVDS de-serialiser inputs will tolerat
the presence of LVDS signals with the receiversgred-down.

The signals are brought from the CPM backplane ectan by impedance-matched differential
transmission lines to the LVDS de-serialisers, Whice placed close to the rear edge of the module i
order to minimise the path length for these higbespsignals. The four LVDS de-serialisers for each
cable will be clustered with the corresponding &eser FPGA The electrical characteristics of each
LVDS input are as follows:

Termination impedance 100Q

Receiver Threshold 50mV peak differential
Recommended signal level 200mV peak differential
Input voltages while unpowered. -0.3V to +3.6V

There is a requirement on the Pre-Processor teettdlVDS signals of sufficient quality to ensure
reliable links over the cable used. It has beereywith the Pre-Processor group that the LVDS
signals arriving at the CPM will meet the followingterion:

LVDS signal quality Eye-opening 900ps by +/-&00

The LVDS receivers are powered from a clean 3.8pply, separate from the CPM’s main logic
supply.

3.2 Serialiser and fan-in/out

The distribution of incoming trigger tower datathg Serialiser is shown in Figure 15. The backplane
links over which fan-out data is driven are abogtiRin length between adjacent slots in the CRecrat
On the destination CPM, these links are continoezbhnect a maximum of 3 CP chips before being
terminated. This scheme ensures a direct connelatitmeen source and destination FPGAs to allow
for changes in the I/O standard. Serialisers andl@fs are both positioned close to the rear efige o
the CPM to minimise total path length for the 168auid streams, and the backplane provides at least
one grounded pin adjacent to every backplane faatitline (see Appendix A).

The Serialiser FPGA multiplexes/serialises 4 LVID&d for distribution within a CP crate. A Xilinx
VirtexE FPGA, the XCV100-E will provide this funoti, housed in a 256-pin Fineline BGA. The
prototype design used LVCMOS2 signalling betweemiaBser and CP chip FPGAs, but the production
module will use the SSTL2 standard, another 2.gvialiing standard. SSTL2 outputs drive lower
currents and the receivers have improved noiseimdtg to their use of a quiet reference voltage.

The Serialiser is clocked at 40 MHz from the modiltéek supplied by the TTCdec card as Clk40Des1
(see Section 3.6).The Serialisers internally garete 160MHz clock for the output 160Mbaud data.
The outputs that drive onboard data include araedétay of 3.12 ns so that the signals travellvgro
this path arrive at the CP Chips in time with mahyhose travelling further via the backplane. This
scheme reduces the clock resources needed withi@GRhChip.

Effort has been taken to route data lines in aguitesd manner to maximise the timing margins of the
received data. Each CP chip will see similar patlays for a particular group of its input signals.

The configuration of the Serialiser FPGAs is disegkin Section 3.7.2. The Serialiser itself has a
number of registers, plus the pipeline and FIFO ovis, which will be VME-accessible (see Section
3.10). The CPM provides some external error cowsrtérerror-map registers to monitor the state ®f th
serial data received by the Serialisers; thes@aaddition to the internal Serialiser error coustand
error maps. Should a particuler LVDS link be suffgrfrom errors, its received data can be masked-ou
inside the Serialiser using VME accessable register
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Figure 15: Distribution of 160 MBaud fan-out data m-CPM and across backplane.

3.3 CP chip and cluster processing

The principal task of the Cluster Processor Modihiat of cluster-finding using the algorithms
described in Section 1, is almost entirely containéhin the CP chips which the CPM hosts. The
CPM's role in cluster processing is therefore tppdu the CP chips with the necessary tower dat8 (10
160 MBaud lines coming from the Serialisers onshme and adjacent CPNs see Section 3.2) and
to merge the outputs from all 8 CP chips to givelule-wide hit multiplicities (see Section 3.4). The
read-out of Rols is described in Sections 2.5 aBd@onfiguration of CP chips is described in S@tti
3.7.2. The CPM provides an external error-map tegte monitor the state of the serial data reakive
by the CP chips, in addition to the internal eounters and error maps of individual CP chips.

Tower data signals are labelled by the source Bnian a way which indicates which part of the
trigger sub-space each signal corresponds to, ama gins on a destination CP chip, which themselve
are labelled so as to clearly map out the regioriethby each CP chip. Figure 16 shows labelling of
signals and pins for one CP chip and those of ér@ltsers which supply it. CP chip pins are narbgd
groups of 5 pins which are the destination of m&-bus from a Serialiser, carrying tower data
describing a 2-tower region. There are 12 such groups of paislled L, M and N from bottom to
top (@to+¢@), and P, Q, R and S from left to right)(to +n). Data fanned in from then edge of the
CPM is organised as<2-tower pairs, carried on 3 lines rather than % these pins and signals are
labelled consistently.

The CPM VME controller asserts various control aigrwhich select the CP chip mode and sequence
the read-out of Rol data. The CPM provides VME asde the CP chip in order to load algorithm
parameters, such as threshold values and inputsasé to read monitoring information, such asrerro
masks and counters (described in section 2.4) Ckhehip is clocked at 40 MHz by a system clock,
supplied by the TTCdec card as Clk40Des2 (see@e8tb).
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Figure 16: Labelling of CPM signals and CP chip inpt pins.

There are two main transmission paths betweenlSeriand CP chip; a direct connection from
onboard Serialisers, and a connection via the Hackgrom Serialisers on adjacent modules. The path
difference is approximately 2 - 3ns. The CP chiprsvided with two 40MHz clocks of different

phases, that are multiplied up to 160MHz and usezhpture the incoming data. These ‘input’ clocks
are derived from the TTCrx Deskew? clock, whiclhdgusted in time to give optimum capture of the
input data. A third clock derived from the TTCrxRew/1 clock is to be used for retiming the output
data before sending to the Hit count logic andréalout dedicated to the ROI.

This design requires all data to arrive at the @ip£reasonably close together, and with good imin
margins with respect to either of the two intert@MHz clocks. Each input pin is sampled by both
clocks in parallel, and the sample with the beming margin is selected by software from a previous
calibration run. The timing of the data is mainsfided by the routing of the tracks across the thosw
although the clock setting may be different forte@® chip, the calibration will be constant acralés
modules.

A Xilinx XCV1000E is used for the CP chip desigmelPCB was designed to accept larger gate count
FPGAs such as the XCV1600E or XCV2000E devicespbatof these parts is now unlikely.

The CP chip has its Vref inputs connected to rec&8TL2 levels. The number of Vref connections
varies with FPGA size. Some of the pins that usef ¥n the larger devices mentioned above become
general I/O pins on the XCV1000E device. The firmavaill configure these pins to high impedance
so they do not load the Vref source. Six LP299@a#svprovide a localised Vref source for the CP
chips, and also a localised termination voltagefftiparallel terminating the FIO backplane signals
Onboard FIO signals, being series terminated ab#r@liser, do not connected to Vtt.

3.4 Result-merging

The 16 1-bit hit results (from 8 CP chips) for e#tateshold will be summed by two separate FPGASs,
one device summing results for eight thresholdeséhdevices will be referred to as the hit-count
FPGAs, and are implemented within a XILINX XCV106BGA. A VME interface to aid testing is
available, but as there are no spare pins availsith®ut going for a larger package, the data bus i
shared with the LED outputs This scheme will né¢etfthe real-time operation of the hit-counting.
Calculation of the saturated 3-bit sum for eackghold will take a maximum of 12 ns, including pari
bit. However, an extra 2 — 3 ns in the latency ddod saved since the parity bit is not needed thwil
parity checksum has been calculated from the tstreceived by the CMM, and can therefore be
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transmitted slightly later than the hit bits. Triesult-merging logic is shown in Figure 17. The-Hit
count FPGA summing the lower 8 thresholds is ledat the bottom of the board and feeds the CMM
in slot 20, the other Hit-count FPGA summing theep8 thresholds is located at the top of the board
and feeds into the CMM in slot3.

Hit Counting FPGA

CPASIC1
. FrontPanel LED
‘Left’ Rol Thr.1 hitl | Threshold 1 >
; Thr.1 hit 2 .| Hit Counting , Threshold 1 Hit Sum R
Rt e Thr.Lhit3 | Logic 7 >
———*| (with saturation) 3
Thr.1 hit4
. —
. . 8 Threshold Sums to
hd : CMM via backplane
CP ASIC 8 Thr1 hit 15 and to DAQ ROC
r.1 hit
Thr.1 hit 16
Thr.2 hit 1
—> >
e Threshold 2 , Threshold 2 Hit Sum
Thr.2 hit 16 7 >
— 3
. .
. : > Parity Parity
. ” Gen. [—»
LN
CP ASIC 8 )
Thr.8 hit 15
—>
Thr.8 hit 16 et & 3/ ... Threshold 8 Hit Sum
~ >

Figure 17: Schematic of (half of) result-merging (h-counting) logic.

The 3-bit sums plus parity will be driven at 40 MBain parallel off the module and over the
backplane, to the CMM as series-terminated 2.5 VOS\ignals. These signals have a long path
across the backplane, over 400 mm for some sigaatsare buffered on exit from the CPM.

The module supplies the hit-count FPGAs with a Glkds1 40 MHz clock.

3.5 Read-out

There are two independent but functionally simitad-out controllers on the CPM, one for DAQ read-
out (predominantly from the Serialiser FPGAs, Habancluding the hit sums) and one for Rol read-
out (from the CP chips). As stated in section 2d&sh ROC must control external pipelines and FIFOs
and shift registers in the Serialiser or CP chigsist also replicating the pipeline, FIFO and shif
register functions for additional hit and bunchssing number data to be appended to the data stream
read out from the FPGASs under its control. The +eaidcontroller (ROC) functions will themselves be
implemented on a read-out controller FPGA. Sinpara of the ROC'’s functions will correspond
directly to the implementation within the Seriatisé CP chips, common implementation code will be
used where possible, so the same Xilinx FPGA plaitfior the ROC as for the Serialiser FPGA and the
CP chip have been used.

The read-out control logic is shown in Figure Each dual-port memory pipeline within a Serialiser
CP chip has an address counter associated withriteeport which is continually updating the memory
with real-time data at the 40 MHz LHC BC rate. Eagbeline also has a read address counter which
differs from the write counter by an offset obtalrfeom a VME-programmable register. Both counters
are reset simultaneously when the ROC sends an égktRignal; the read counter resets by loading in
the offset relative to the write counter at x00eHipelines are 128 locations deep and will betrese
every 128 ticks. Data are moved from the pipelmthe FIFO by asserting the EnReadout input to the
read-out sequencer of each Serialiser or CP chijghvthen on the next clock tick writes out datanir
the pipeline DP-RAM address indicated by the reddt@ss counter. Multiple slices are transferred by
holding the EnReadout signal in an asserted stegaead address will increment and the next slitle
be transferred to the FIFO
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The ROC monitors the state of the FIFOs and whénds that they have data available (indicateéby
FIFO-EmptyFlag) it uses the signal LoadShift tosmall shift registers under its control to reaal th
next slice from the FIFO. In fact, the ROC usesdtia¢e of its own FIFO-EF line to indicate when to
load all shift registers, and generates an extamat flag if any of the external FIFO-EF lineg aot

in the same state as its own. The shift registereantinually scrolling and so begin to move datitt
data as soon as they are loaded; once these da&téeftahe shift register, the shift register autpa
stream of zeroes. The FIFOs are (at least) 64itotateep. The ROC can flush the external FIFOs by
repeatedly asserting the LoadShift signal wheows FIFO is empty, inhibiting these data from being
scrolled to the read-out link.

The bunch-crossing number is formed locally in éREIC by a 12-bit bunch-crossing counter, which is
reset by the TTCrx signal BcntRes which is assestest per LHC turn, i.e. once in every 3564 cycles
of the 40 MHz LHC clock. This signal is issued syramously with L1A in such a way that the local
counters always read the BCN which correspondsad 1A just received. This allows the ROD to
check each CPM'’s BCN against the BCN from the Ty&em. If there is a mis-match, it indicates that
the CPM may be missing some clock cycles betweenRBss signals. The BCN within the ROC does
not need to be pipelined, but goes into a FIFOamthé 1A. The ROC must latch the BCN value when
an L1A is received, and place it into a 12-bit BERFO for the number of slices to be read out ire. o
each tick for which EnReadout is being held asdeft®te that the 12-bit BCN FIFO within each ROC
is read out in different formats; it is broken imither three-bit chunks (DAQ) or single bits (Rai)d
appended to four or 12 read-out streams (DAQ aridédpectively). The ROC therefore needs
multiple shift registers for each FIFO, accessiiffgent sub-ranges of the FIFO’s contents.

All external shift registers are buffered through ROC to the read-out link. When the slice daienfr
the external shift registers have been completalylled out, as indicated by an internal ROC counte
set to the length of the external shift registeee(sections 2.5.1 and 2.5.2 for details of tloe sli
formats), the ROC switches each stream to theiaddlithit-count or BCN data in its own shift
registers. Finally, when its own data have beeallsct out, the ROC appends a parity bit calculated
from all of the bits which have passed throughRIGC for this slice.

BcRese
BcCounter Latch BCN
(max 3563 -~ ‘
- %12 1
Hold
FIFO
BCHold
Either
4 (DAQ)
Readout Controller or
¥ 12 (Rol)
ShReady Register ,
< 4

Figure 18: Bunch-crossing counter logic.

3.5.1 DAQ read-out

The DAQ ROC will initiate and control the transtdrDAQ data from all 20 Serialisers (plus pipelined
hit results and bunch-crossing number) to the R@DPeceipt of a TTC level-1 accept (L1A) signal
see Figure 19. A single slice of DAQ data is 84 bitlength (80 bits from the Serialiser pipeliaes 4
bits appended by the RAOC see Figure 10) and up to 5 slices may be reatboetch L1A, under the
control of the ROC and determined by a VME-accédssiyister.

The DAQ ROC must also maintain an internal DP-RApEfine, with its own write and read counters,
for pipelining hit results, to be read out at taeng time as the Serialiser pipelines. These hiltseare
48 bits wide and must be written to the pipelinesanh bunch-crossing. On a pipeline read, the data
will be transferred from the pipeline to a 48-bitler FIFO, and then loaded into 16 3-bit shift regis.
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The hit bits are derived with different latencytbhe input tower data for the same bunch-crossing, a
so require a different read address offset to fhipieline. The 12-bit BCN FIFO transfers its cortéeto
four 3-bit shift registers, as for the hit countaldal he pipeline memory is VME accessible and édus
as a spy memory on the hit output. It also provalptayback memory for testing the Readout Path.
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Figure 19: Schematic of Serialiser data read-out tDAQ.

The read address offsets (separate offsets fomaktSerialiser pipelines and internal hit count
pipeline) and read-out slice count are downloadénl VME-accessible registers by the trigger online
software. The registers required for the DAQ ROE ar

«  Hit count read-out offset (read address countedqad)
¢ Number of slices per L1A (1 minimum, 5 maximum)

3.5.2 Rol read-out

The Rol read-out is similar to the DAQ read-outhug the pipelining of hit results. The CP chip shif
register outputs are routed to 16 ROC inputs, whatdlys them to G-link inputs D0..D15. The Rol
ROC does not contain a pipeline memory, and oruires a 12-bit bunch-crossing counter with FIFO.
The shift register is a single parallel output ségji, since all 12 bits of the BCN are presented in
parallel to inputs D0..D11 of the Rol read-out 6kliThe Rol read-out uses only 16 of the 20 pdralle
input lines of the G-link transmitter. The remamifour fields of the Rol read-out link are not ussa

the corresponding input pins (D16..D19) are grodnd€he Rol read-out for each “normal” L1A
consists of a single slice of data from the CP giyjelines (plus the BCN).

3.5.3 Read-out G-Links

The read-out links are implemented using the 2@ilent G-link chipset (transmitter device HDMP-
1022) serialising 20-bit parallel woftst 40 MHz and putting out an encoded bit-streag6at

MBaud. These links will run continuously and caaryadditional DAV* signal which is used to notify
the transmitter of valid data at its inputs andkeezed at the link receiver on the ROD module. The
CPM must use the DAV* signal to frame valid slicgalfor the ROD; data received while DAV* is
unasserted will be ignored by the ROD. For multiestead-out DAV* is maintained in the asserted

" Serialiser slice read-out offset is loaded inMME-accessible register within each Serialiser.
8 The ROI G-link only needs 16 bits of the 20-bitunfield, but will operate in 20-bit mode so thaet
receiving ROD modules need only deal with one waftdata from the CPM over the read-out links.
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state for all slices read out, while it must beasested between consecutive slices from differéwtsL

A minimum dead time of 3 ticks, controllable via \Bylhas to be kept between consecutive DAV*s to
allow the ROD to recover.

The Glink transmitter is driven by an onboard aysiscillator to provide a better quality clocknha
that available from the TTC system. A FIFO at tf@Routput retimes the data from the 40.08MHz
TTC rate, to the Glink rate of 40.00 MHz. The Gklinansmitter/receiver pair are used in a uni-
directional or simplex connection with the far-eé&elink receiver configured to run ‘Simplex Method
I’ °for link start-up and re-synchronisation.

Each G-link is directly connected to a fibre-opt@nsceiver. Standard SFP (Small Form Pluggable)
transceivers are used to allow easy replacemehedéser should this fail during use. Separate
transceivers are used, these being mass produdesbarmeaper than a single Dual Transmitter. The
receiver sections are unconnected and without power

The G-links are powered from the CPM’s 5V supply aifilter. A low profile heat-sink will be fittet
each G-Link device as each part consumes aboub? pwer.

3.6 Timing

The TTCrx decoding ASIC is contained on the TTCdaaghter card mounted on each CPM.

The CPMs will use the latest version of TTCdec aaitth Samtec connectors and extra PLLs. The
PLLs are used with external feedback so that amndtyeam fan-out buffering of the TTCdec 40
MHz clocks may be included within the zero-delantcol loop.

The incoming differential TTC signal from the batdqe is terminated with 1@Dand then AC
coupled into a 3.3V PECL buffer, before being santo the TTCdec card. This buffer is located close
to the backplane connector. PECL voltage level gavisf 700mV are expected on the input.

Clocks will be distributed on the CPM with equalaye using ‘serpentine’ tracks to equalise the
transmission paths, and using PLL clock buffergrtavide zero phase delay buffering on all clock
signals, since there are at least 30 possiblerdgistns. This is especially important for the higeed
backplane communication between Serialiser FPGAGIChip as the 160 MBaud receive clock is
derived from the central module clock and not estéd from received data. PLL techniques prevent
buffer propagation delays varying with changesuippdy voltage and temperature.

Serialisers and CP Chips will be clocked from CY%BO PLLs. The module layout provides the CP
chip with 3 phases of the TTC deskew? clock foirigrin the FIO signals (see section 3.3) plus a
System Clock derived from the TTC deskewl clocke dkfault phase offsets for the three CP chip
deskew2 clocks are 0, +1.56ns and -0.78ns, butrthisbe adjusted by altering etched links on the
PCB.

The PLLs chosen have been selected for low jittenfmeasurements of different PLL devices
mounted on test boards.

° This is one of the many schemes for controlling Btart-up and synchronisation that are listethén
Agilent HDMP-1022/23 data sheet.
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Figure 20: Schematic TTC decoder card and interfaceto CPM logic blocks.

The TTCdec card and its interfaces are shown iar€ig0. The real-time signals (L1A, BcntRes,
EvCntRes) go directly to the read-out controlldie Temaining TTCrx signals go to the VME
controller, where they are decoded and placedpipeline. Any VME access that could clash with a
TTC Command is arbitrated against the TTC commapelipe; certain VME operations, such as
reading the Status and ID registers, do not neittaion, and so bypass the arbitration block.

If the TTC pipeline is empty, the module activibjtiated by the VME access will proceed and
complete within a certain time, say 50-100ns, dmee by the pipeline delay. If the TTC pipeline is
not empty when the VME request arrives, then theEvadcess will be held-off until the TTC pipeline
becomes empty. The VME interface will then acchesmodule and acknowledge completion using
VME signal DTACK.

3.7 Configuration and Control

3.7.1 VME control

The CPM VME-- control interface is a reduced D164/A2ibset of the VMEG64 standard, transmitted
via (part of) a compact backplane connector (seti@e3.8.1). The VME-- interface signals are shown
in Table 2. The VME signalling level for the pradion system will be +3.3V. to minimise the

potential for interference with real-time signalfie VME bus signals are handled on the CPM by VME
controller logic contained within a PLD and each&@&e has a networked local CPU as VME master.
Each module of any particular type has a uniqué §eographical address within the 4-crate CP
system which will define the VME base address efrttodule. An outline provisional memory map of
the CPM is described in Section 3.10.
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SYSRESET 1
A[23..1] 23
D[15..0] 16
DS* 1
Write* 1
DTACK* 1
Total Number 43

Table 2: VME signal description.

The DS* signal is edge-sensitive and requires b-higsteresis input buffer to prevent false trigaeri
from reflections on the backplane. The buffer ecpld as close to the connector as possible to ms@im
the capacitive loading on the backplane.

3.7.2 FPGA Configuration

As described in Section 2.8, a rapid parallel doad|of configuration data to the large Serialiset a
CP chip FPGAs is required. Any Serialiser FPGA lbarconfigured from either of two areas of
memory, with one area containing the operationafigaration and another available for test (scratch
configurations. The CP chip FPGA configuration @pes in a similar manner, with two configuration
memories available. One will be the operationastgluprocessing configuration, and the other akeri
data diagnostic configuration. The memories fittagle enough capacity to allow the use of four CP
configurations should these be needed during theimg of the experiment.

FLASH memory is used for holding the configurataata. This will be loaded in parallel from a
sequencer within the VME controller. Each byte t&ritto the memory is converted to a sequence of
commands on the address and data buses of the gnehisisequence of commands then initiates a
cycle of up to 30Qus to store the byte. Before loading the data eamiaony must be cleared, taking
~20 seconds, and loading could take up to 7 seddwudls figures based on an 8 Mbit Flash RAM from
STM). The Serialiser Configuration Controller valso program the configuration data for the ROC
and Hit-counting FPGAs. Each configuration area tmayndividually erased and reprogrammed. The
XILINX FPGAs will not be configured on power-up, te intention is to first verify the contents hét
memory. These FPGAs will not reject a configurafitemintended for another Xilinx FPGA.

The basis of the FPGA configuration scheme is shiovifigure 21. By using local FIFO buffers of 64
kbytes in size, the transfer of data from VME tfiedtent configuration memories on one module, and
on separate modules, can proceed in parallel,adtth total download time for all modules in atera
can be something like 40 seconds. However, thaslig required when the configuration data for aithe
the operational or alternate configuration of aGRFhas changed, which should be a very rare event.
In ordinary circumstances, the operational configion of either FPGA is present in memory on the
module, and the FPGAs can be configured withincbisd. With either memory implementation, the
data will be transferred from the memories to tR&Rs in parallel via an 8-bit data bus, with the
devices to be programmed in a given pass deternip@dconfiguration mask. A configuration source
register will determine which one of the configimatmemories is enabled. Configuration of a set of
CP chip FPGAs will take approximately 100 ms. Thafiguration logic will be clocked from an on-
board crystal oscillator at 12 MHz, to completebcduple the configuration process from the 40 MHz
system clocks.

The DONE and INIT configuration pins on each S&@land CP chip have their own individual pull-
up resistor as these are configured in parallet. DBNE pin is bidirectional, used for control adlwe
as status, and a common pull-up would allow an nfigored FPGA to prevent the others from
becoming active. Only one FPGA per type, SeriaNderand CP Chip A, have these pins monitored
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during the configuration process. The remaininge$ypi.e. Readout Controllers and Hit Counting
FPGAs are configured in series, do have their IpiFS tied together, but do not have external pp#-u
on DONE or INIT.
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(write path) » 1 MByte Virtex-E FPGAs
Busy FLASH
< SPROG.  —»
scs: —
Clk | |Address Addres: T SPROG2  —2® —IPROG
Counter 20 scsa2t ——*CE ‘Other’
Serialiser Virtex-E
Configuration ﬁzc SPROGI1..2C FPGAs
Mask Reg. SCSI1..20
20

INITn + DONERN D
FLASH .
Controller CP chip A

F ) 4 8 | | 8cP chips
VME ::vlvfi(tjet;:uaftf:)r Contro 1 MByte SelectMAP Interface Virtex-E Ip:PG As
— FLASH x 2 CPROG: (XCV1600E)
Clk Address Addres: T G5% Y
— CPROG{ —————5| PROC
Counter 20 CCst —*Ccs

CpP

Configuration | Aﬁ’s CPROGI1..8
Mask Reg. | CCS[1.8
8

Figure 21: FPGA configuration via flash memories ad VME.

The ALTERA FPGA containing the TTCrx Interface enfigured from a socketed EEPROM.
Connectivity is available to reprogram the EEPRQadly via VME, but firmware and software has
to be written to allow this.

3.7.3 DCS monitoring

The module will provide temperature, supply voltagied current information via a local CAN bus on
the backplane, to the crate CAN controller on t&MT The onboard CAN interface will use the Fujitsu
MB90F594A, which is a stand-alone micro-controliéth CAN functionality. A CAN bus transceiver
located next to the backplane connector conneetmthro-controller to the backplane CAN bus. The
Fujitsu micro-controller supports CAN bus specificas V2.0 Parts A and B.

Various link options allow the CAN controller to beset from a VME or Module reset.

Internal FLASH-ROM memory is used for program stgraA Front Panel mounted 9 Way D-type
connector is available to reprogram the internad&H-ROM memory using a standard RS232 cable
from a PC. The programming mode is selected eliherdding a link or by using a VME register. The
VME option avoids the module having to be removedfthe crate.

Eight analogue inputs are available to feed annate8-bit ADC; these analogue inputs will be ugzd
GLink heatsink temperature sensors and supplyg®léand current monitoring. The CP Chip
temperature sensing diodes are monitored via tAEM68 converter which is attached to the digital
inputs of the CANuC.

Intended only for diagnostics, the CANuC is conaddb the VME interface CPLD.

The use of the CAN controller to implement DCS nariing on the CPM is illustrated in Figure 22.
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Power Supply (Fujitsu MBOOF594A)
Monitoring (V)
18V Ao CAN Interface Backplane
25V = Ainl (82C250) connector
GLink Tx 3.3V —— Ain2 ) T CANL
Temperatur »| aing Analogue inputs > -~ -—
Sensors o Rx I "
omvre || g| Al® <
LVDS——{ Ain5
3.3V
Power Supply Ain7 Program Download link
Monitoring (I) |>
5V |, -_
—** Reference < Front panel
° connector
Digital /O Interupt
| maxiees | SMBCK
JEE— SMBData
CP chip
Temperature Alert
sensing diode x 8 ——
_ | maxiees | SMBCK
JEE— SMBData
— Alert

Figure 22: Schematic of DCS on CPM

3.7.4 Boundary scan and verification

The FPGAs on the CPM will be chained together ¥iAQ interfaces for device and module testing
(see Figure 23). It is proposed to group the deviicghree separate chains; the first has the ROCs
result-merging and TTCrx interface; the secondthasSerialisers; the third chain has the CP FPGAs.
Each of the three JTAG chains have header conrgeatothe module compatible with XILINX X-
Checker cables to be used for JTAG testing.
Any or all of the three JTAG chains can be conrgttteough the front panel by setting link options.
Further options allow only either ALTERA or XILIdevices to be connected.
This front panel connector is compatible with tHeT&£RA Byte-Blaster cable for reprogramming of
the ALTERA CPLDs. A XILINX ChipScope connectionrcalso be attached via this connector to
probe a running system while the module is in situ.
Non boundary-scan devices, such as the backplameector with 320 FIO signals, and the LVDS
receivers driving 800 signals, all of which term@an BGA packages, will have to be tested using
loop-back connections and LVDS test signal genesatespectively.

bror §TS. | o0

| TDI i
7 CPLD chain [ |  Attera cPLDs
TMS,TCK
DO
TCK

» ™' TTC TTCrx + TTCInterface 1 JTAG Header2 ===~

£ »| TMS,TCK
N TDO

20 Serialisers
Virtex-E FPGAs

8 CP chips
Virtex-E FPGAs

» ™' ROCFPGA |  Roc FPGAS + Hitsur

Panel

TMS,TCK FPGASs chain ko1 $7MS. [ 100
[rms,}, e TCK
ek - TDO
oI TDO
Front |--——-pl JTAG Headerl | :'""" JTAG Header3 ¢~~~
|
H
H
1

Figure 23: JTAG boundary scan chains.
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3.8 Interfaces

3.8.1 Backplane

A common backplane will be used for the CP and sitRrsystems, which have very similar
requirements in terms of serial link and fan-int-oonnectivity. The backplane will be constructsdcia
multi-layer PCB spanning the entire width of thater with positions for 16 processor modules
(required by the JEP, only 14 positions will bedubg the CP) and additional modules (CMM, TCM
and CPU) in each crate. Each processor moduleiqgrositust be equipped with high-density
connectors covering almost the entire length oftleelule’s rear edge. The high pin count requirgs a
mm pitch grid-type connector. The Tyco Z-Pack catmerange (IEC 1076-4-101) will be used, since
a compact Halogen-free cable with high-density eator is also available. This connector style
provides connections on a 2mm pitch, 5 columns \&itkk with a choice of connector heights. There
are also integral ground shield planes built ihi® édges of the connectors. Both ‘upper’ and ‘lower
shields will be fitted to the module connector.

The backplane will provide the male for all coninaes, the modules will mate with a female
connection from the front of the backplane, andstral link cables will mate with a female
connection from the rear. Technical specificatifimghe Tyco connectors are shown in Table 3.

Manufacturer’'s data | Tyco Z-Pack (IEC 1076-4-101)

Second Source FCI, ERNI, ...

Pin Insertion force 0.7N (max)

Block insertion force 0.45N per pin (measurediggo)

Mating levels 3

Mating life / Cycles 250

Enhanced Grounding Outside column ( Z & F) conbeexternal shield.

Table 3: Technical specifications of the Tyco Z-pdcconnectors.

Backplane connectors with different mating leveil$ be used to reduce the maximum insertion force
by staggering the engagement sequence. The Tyeectmm family can provide successive engagement
of different signals and power if required. Ther@® B19 connectors will be custom made, specified
with signal ground pins having the longest lengttl the cable signal pins having the shortest length
The preferred mating sequence as shown in Talfleoss-sections of the CP backplane connectors are
shown in Figure 24:

; Front ;
FIO signals Cable signals
N « N (] level 3- @ 8.3 mm
"""" level 2 - @ 6.8 mm
£ level 1l - @ 5.3 mm
v
~Z et Z A ki 74
Feedthrough
8.25 mm
v N Rear V¥ N

Figure 24: lllustration of AMP backplane connectorwith three mating levels.
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Make first Backplane Power Ground Return

Backplane Signal Ground Return

Backplane Power Supplies

Backplane Signals

Make last Cable Signals + Cable Ground Return

Table 4: Mating sequence of variable length backplae connections.

Guide peg Guide Peg EI I 8mm
Connector 1 Type B25 Goood
VME, CMM out, CPM-CPM FIO links noood
22208 | oo
Connectors 2 —7 Type B19 Teees
LVDS input, CPM-CPM FIO links Custom (x6)
(Custom)
38 mm
Feed through
tails for cable
connector
Connector 8 Type B25 50000
CMM out, CPM-CPM FIO links, noood
TTC, DCS noood
noood 50 mm
Connector 9 Type N
Power ‘ Power +3.3V (20A)
O Power GND
Total length = 361 mm
‘ Power +5.0V (20A)

Figure 25: Layout of CPM back-plane edge connectors
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The high-density backplane layout requires two eotor types, a B25 25-row connector at the top and
bottom and a custom B19 19-row connector with Itaggl-through pins on the rear for rowXor
rear-mounting 4 cables from the Pre-processor.€eltsest guide peg in the top position, and the power
connections are made at the bottom, below the |B&2&rconnector. The arrangement of connector
types is shown in Figure 25.

3.8.2 Front panel

3.8.2.1 Indicators

The status of the module will be indicated on tleaff panel by pairs of LEDs on a 0.1” pitch. Tramsi
signals indicating VME activity, hit outputs anibgered bunch-crossing (L1A) will be “stretched” to
be active for a significant fraction of a secomdpider that they be visible. Indications of norinaard
state will be green, those of VME activity will lpellow and error conditions will be red.

Function Colour Quantity
Power supplies, 5V, 3.3V, 2.5V, 1.8V, LVDS & Filive Green 6
VME access (stretched) Yellow 1
TTCdec Lock & Status Green 2
L1A (stretched) Yellow 1
LVDS Rx Out-of-Lock indication (1 per link cable) eR 20
Hit output (1 LED per threshold set, stretched) T 1] 16
CP chip serial data error (1 per CP chip, stretched Red 8
FPGA configuration: Serialiser, CP chip and TTQifstee Green 3
DLL Fail: Serialiser and CP chip Red 2
GLink Tx PLL fail: DAQ and ROI Red 2
Serialiser Synched Green 1
CAN uC Tx and Rx Yellow 2

Table 5: Front panel indicator LEDs.

3.8.2.2 Connectors

On the front panel there will be optical connecforsthe two read-out links and LEMO monitor points
for the two TTC clocks.

Function Number | Type

Clock Monitor, 40 MHz 1 LEMO 00

RS232 for CAN uC Updates 1 9 pin D-type Socket
JTAG Access for CPLD programming and ChipScope test| 1 10pin IDC

Breakout for internal signals 1 16pin IDC

Table 6: Front panel signal connections.

3.8.2.3 Handles / Injectors

Due to the very large force needed to insert a feoidto the backplane connector, a more robust
alternative to the standard IEEE 1101.10 handiiétésl to the front panel. TrippleEase ‘Unbreakable
style handles are used.
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3.8.3 Power supplies

All of the Xilinx Virtex-E family of devices requéra 1.8V supply for the core logic. From a
conservative estimate of the power requirementieSerialisers and CP chips this leads to ratigér h
currents at this low voltage. The FPGA I/O drivargl backplane terminations will be powered from
2.5Vand so require a large amount of power. The EWBceivers will be supplied separately from a
dedicated “quiet” supply at 3.3V to avoid noiselgemns leading to serial data errors, which havebee
experienced in tests. Some of the on-board logit @quire 3.3V. The VME interface for the
prototype is powered from 3.3V using 5V toleranttpalhe G-links transmitters are also supplied at
5V and are quite power-hungry, but since thereoatg two per CPM, this is not a great contributton
the overall module power consumption.

Cluster Processo

r Module

The detailed power requirements of the principaics on the CPM are listed below in Table 7:

Device Number 1.8V 25V 3.3V 5V 3.3V
per CPM | per device| per device| per device| per device (Quiet)

Serialiser 20 0.29 W 0.14 W

CP chip 8 4.34 W 0.05 W

LVDS receivers 80 0.19 V

G-links 2 250 W

TTCdec 1 0.50 W

CAN 1 0.50 W

ROC 1 0.60 W 0.25W

Result-merging 1 0.25wW

VME etc. 1 25WwW

FIO termination 160 0.02wW

Total 41.12 W 6.50 W| 3.4 W 5.50 W 15.20

Current 22.85A 2.60 A 1.03 A 1.10 A 4.60

Table 7: CPM Power and current requirements.

There are only three high-current dedicated powes available from the backplane. One of these is
GND return, one will carry the 5V ‘mains’, and on#él be the dedicated quiet 3.3V supply for the
LVDS receivers. The AMP power connector is ratedQ# per pin, but, somewhat strangely, the right-
angle connection onto the module is only ratedX. Z'hree converters are used, for 1.8V, 2.5V and
3.3V. Filter chokes and Re-settable fuses will beduat the supply inputs to the module. The infauts
the onboard supply voltage converters will haveitamithl filtering to prevent noise being generated
back onto the 5V crate supply. Care has been tagevoid over-stressing the Power Modules from
excessive ringing spikes on the input supply.

The total (non-LVDS) power required from the 5V plypis ~56 W, which means a current of 11 A if
assuming perfect efficiency in the conversion psscer ~70 W if assuming a conservative conversion
efficiency of 80%. This is within the power conm@acinaximum current rating, although the GND
return will be approaching this limit when the @nt contribution from the LVDS supply and the
conversion inefficiencies are taken into accountv@® connections are placed at the bottom eddeeof t
module in order not to interrupt the module hitwabsignals, which run diagonally across the
backplane.

3.8.4 VME interface for FPGA and CPLDs

The timing and polarity of the onboard VME signfalsthe Xilinx FPGAs (in particular the Serialiser
and CP chip designs which were created at RAL) haen ‘formalised’ and are specified below. An *'
indicates 'active-low operation.
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Read Access:

Address XXXX XXX
RD_WR _ZZ/ \\\

CSs*
> 20ns R > 20ns -
RD_WR_STB*
> Ons
Data X
150ns
VME DTACK sent
Notes:

Address, RD_WR and CS* will be valid at least 2Before RD_WR_STB* is active, and will remairj
stable for at least 20ns after RD_WR_STB* is rentove

CS* must be conditioned by RD_WR_STB* if used tiveredge-sensitive logic.

Data must appear no later than 150ns after RD_WB* &Tactive, and remain stable until
RD_WR_STB* is removed. The duration of RD_WR_STBbage this value is governed by the CPU.

CS*, preferably with RD_WR_STB* to avoid bus-cortien, is used to enable the Data port.

Write Access:

Address

ROX
RD_WR _KK\

JXX

CSs*
43%% A>mm R
RD_WR_STB*

>20ns i i>20ns

—> <>
Data

150ns
) VME DTACK sent
Notes:

Address, RD_WR, CS* and RD_WR_STB* timing as fadeperation.

Data will be valid 20ns before RD_WR_STB* is actiaad will remain stable for at least 20ns after
RD_WR_STB* is removed. After this time, the persigte of data is governed by the CPU.

The VME interface to the ALTERA FPGA and CPLDs uaesmilar scheme, except that CS* has been
conditioned externally by RD_WR_STB*
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3.9 Module layout

The CPM boards are 9U high (366 mm) and 400 mm.d&gpre 26 below shows the footprints of all
major components in their approximate locationshenprototype CPM. The layout of the CPM is
complex, given the number of components and thie leigel of 1/0 from the module, but by following
a sensible topological layout of the major compasi¢ime complications of routing and the effects of
path length and module noise on the quality ofsigaals have been minimised.

In order to minimise and equalise path lengthsfigh-speed signals, incoming LVDS signals (at 480
MBaud) and backplane FIO signals (at 160 MBaud)aith distributed along most of the height of the
back edge of the CPM. Lateral positioning acroesdipth (front-to-back) of the module will also be
considered with regard to airflow for effective ting. This results in the “chequered” pattern foe t
groups of Serialisers and CP chips shown in FigéreThe LVDS receivers and Serialiser FPGAs are
both sited near to the backplane connections, théh_.VDS receivers mounted in groups of 4 adjacent
to the corresponding Serialiser FPGA. The CP chipdocated near to their associated Serialisers
(each CPM receives data from 6 Serialisers ondahesCPM, plus backplane fan-in), in order to keep
signal traces short. Thus the majority of the tamé components handling trigger tower will be laid

in a roughly topological map of the region of tEggpace processed by the module, with top to tmotto
of the module running fromeg to —@ and input to output devices placed from rear éddgeont edge
(although real-time module outputs return to trer exige). Note that serial links and Serialisees ar
dedicated to either electromagnetic or hadronietadata, and for maximum uniformity of signal path
lengths, devices handling these two kinds of dataulsl be interleaved on the module.

Front edge S:r”a“ [ = Serialisers + Rear edge
I 4 LVDS Receivers
Clock VME control [ Guide
e fe ||

FPGA Count CP4 it VME

DAQ FPGAL Chip 0O
k| [RoC (Fit 1Y Seriai NI Hit Count Out
epca| [PLL g? | o
PLL P iali e
ROI B (BGA) Serial [N Module
| R interconnect

TIC+ Pl CcP L] [Seriali [ ) il [ (Backplane)
e Chip . ¥ |mmmm|serel | R and serial
distribution (BGA) Soral | ser mE links input
== [ [ [Seviat ==

Status
Indicators

CP
P Ichip Seriall (I B0
FLASH 1. (BGA) * = sedal =
:_ionfigura o Seriali [0 [0 ==
on ser PR
DCS/CAN Chi [ [ [ Seriati ==
j Seriali [0 (20
it ' mm
Serialiser CP Seriali [0 (20
Power FLASH + PLL Chip *  mm
Indicators :iigﬁflgura (BGA) ] ==
=er Seriali
Voltage CP PLL | (I [ >
JTAG Converters Chip S:r”a' == : _-- ||
(BGA) o == f:r”a“ == Hit Count Out
Hit Chip DD —1 CAN/TTC
Count PLL (BGA) -
FPGA2 Power

Figure 26: Approximate CPM layout and component fotprint.

The hit-count FPGAs are placed at the top and boédges of the module, where the summed signals
(two groups of 25 bits) are buffered onto the lbagkplane traces to the CMMs at either end of the
backplane. The read-out control logic is locatethenupper front corner of the module, where the tw
read-out links will exit the module. The VME intack is located at the top of the module, close to
where the signals enter the module form the backpl&he DCS components and the TTCdec card is
located close to the front edge of the module.ghificant amount of space will be required for the
voltage conversion from the 5 V supply, which esi@rthe bottom of the backplane.
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3.10 Programming Model

The following outlines the programming model for ¥Miccess to registers and memories of the CPM
and its components. Each CP crate will have a IG@4) directly accessing the VME part of the crate
backplane and thus an entirely self-contained VIdéress space. The details of memory locations and
organization ar@rovisionaland very likely to change. The description sethmit is indicative only

and not intended to serve as a reference for thwalémplementation of the CPM suitable
documentation of the programming model will be jded to accompany the prototype and final
modules.

3.10.1 Guidelines

These are to aid the development of software cbfdrahe module.

e Allregisters can be read by the crate CPU via VIMIEhere are no ‘write-only’ registers, with
the exception of memory locations that serve asdtcast’, i.e. for the simultaneous writing
to multiple individual register locations, which yilnen be read back (or over-written)
individually.

e The register bits generally have the same meaoingehds as for writes.

0  All Status Registers shall be read-only registers.
0 All Control Registers shall be Read/Write registers
0 Reading back a register will generally return thet alue written.

e Attempts to write to read-only registers or undefirportions of registers will result in the
non-modifiable fields being left unchanged.

e ltisillegal for the crate CPU to write a valueialinthe CPM itself is able to modify at the
same time.

« When the address space occupied by the CPM issaxtaswill always respond with a
handshake (DTACK*) to avoid a bus error.

e The power-up condition of all registers will be zdlros, unless otherwise stated.

3.10.2 Notation

* In this model a bytés always an 8-bit field, a worid always 16 bits and_a long-woisdlalways
32 bits.

* Setting a bit-field means writing a 1 to it, clewyit means writing a O.

* RO means that the computer can only read the valti@fegister; writing has no effect
either to the value or the state of the module

* RW means that the computer can affect the stateeafttdule by writing to this register.

* WO means that the computer can write to a single mgfooation, which is then copied to
multiple locations, which can be read back indiwiltiy

3.10.3 Memory Map

The CP module is addressed using a D16/A24 subdle¢ ¥ ME address bus. Each module is allocated
a 512 kbyte block of contiguous address spacejmiitie upper 8Mbyte address used exclusively by
the CP modules. The module base address is ddfinedmparing the VME address bus A19...A22
with the four least-significant geographical addregputs. The CPM memory map is shown below, and
occupies only 1/4 the allocated space . WithinGR&/, functions provided with each CPLD are
grouped together and placed within a 1K block. Mediccess is always as 16bit words from the VME
bus.
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3.10.4 Register Descriptions
The following provides some description and loaatd the registers within the CPM memory map.

Cluster Processo r Module

Type Function name Size VME Address Offset from
(16 bit Words) Base (Hex)
RO Module ID A 1 00000
RO Module ID B 1 00002
RO Status 1 00004
RW Control 1 00006
RW Pulse 1 00008
RO Serialiser parity error register *E' 1 oooocC
RO Serialiser parity error register *H' 1 0000E
RO DCS CAN uC status 1 00010
RW DCS CAN uC control 1 00012
RO Serialiser link loss register *E' 1 00020
RO Serialiser link loss register *H' 1 00022
RO Serialiser DLOCK status "*E' 1 00024
RO Serialiser DLOCK status "*H' 1 00026
RO CP chip parity error map 1 00028
RO CP chip DLOCK status 1 0002A
RO Glink status 1 0002C
RO Display CPLD revision 1 0002E
RO HitCount FPGAO revision(thr. 0-7) 1 00030
RO HitCount FPGAL1 revision(thr. 8-15)( 1 00032
RO Serialiser Sync_Done status *E' 1 00040
RO Serialiser Sync_Done status *H' 00042
RW HitCount FPGAO (thr. 0-7) 8 00080
RW HitCount FPGAL (thr. 8-15) 8 00090
RwW Serialiser FPGA Configuration 8 01000-
RwW CP Chip FPGA Configuration 8 01800-
RwW TTCrx Control / Status / DumpFIFQ 3 02000-
RW TTCrx 12C controller+(Reserved) 2 +(30) 02040-
RW DAQ ROC FPGA 384 +384+5 03000-
RW Rol ROC FPGA 3 03800-
Unused 04000 — 067FE
WO CP chip broadcast 1K 06800-
RW CP chip ‘A’ 1K 07000-
RW CP chip 'B-'H' 7x 1K 07800 — OAFFE
woO Serialiser broadcast 2K 0B00O0-
RW Serialiser 'VE' 2K 0CO000-
RW Serialiser 'VH', 'AE', 'AH" ... 'WH' 19 x 2K ODOOAFFFE
No DTACK response 20000 - 7FFFE
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3.10.4.1 Module ID Register A

A 16-bit register conforming to the LVL1 Calorimeteigger module ID convention:
Bits 0-15: Module Type, CPM = 2418
These bits are set within a PLD.

3.10.4.2 Module ID Register B

A 16-bit register conforming to the LVL1 Calorimeteigger module ID convention:
Bits 0-7:  Serial Number in the range 0-255.
Bits 8-11: PCB Module Revision No
Bits 12-15: Firmware revision No ( for Registerl@P.

3.10.4.3 Status Register

A 16-bit read-only register reserved for moduléugtanformation.

Bit O: DAQ Transceiver Removed
Bit 1: DAQ Transmitter Fault
Bit 2: ROI Transceiver Removed
Bit 3: ROI Transmitter Fault.

Bits 4-15 Unused - read as Zero.

3.10.4.4 Control Register

A 16-bit read-write register containing static (qauised) module controls.

Bit O: LVDS REN - LVDS Receiver Enable. Rowp Resetto '1'

Bit 1: LVDS PWDNnN — LVDS Receiver On . Powg Reset to '1'

Bit 2: INIT_SYNC — Serialiser input syncinisation. Power-up Reset to ‘0’

Bit 3: FP_Monitor. Power-up to ‘0’, selewiDeskewl clock. ‘1’ selects Deskew? clock.
Bit 4: TTCDEC_TTC / XTAL. Power-up to ‘1&electing TTC as clock source.

Bit 5: Glink_TTC / XTAL. Power-up to ‘0’,edecting XTAL. A ‘1’ selects TTCdesk1.

Bit 6: LASER Disable. Power-up to ‘0’, efialy ROl and DAQ OpticTxs.

Bits 7-15 Unused - read as Zero.

3.10.4.5 Pulse Register

A 16-bit read-write register containing pulsed ac$i. Writing a '0' to individual bits has no effect
Readback as '0'.

Bit 0: Module_Reset. FPGA Configuration , Displandal TCRX controllers
Bit 1: Reset CP_DLL.

Bit 2: Reset Global (Serialiser).

Bit 3: Reset CP_Reset.

Bit 4: Reset RST_DLL (Serialiser)..

Bit 5: Reset ROI Readout controller.

Bit 6: Reset DAQ Readout controller.

Bit 7: Reset TTCRx.

3.10.4.6 Serialiser Error Registers E & H

Two 10-bit read-only register with one bit from B&®erialiser. The line is latched to 1 by the Sisea
when a parity error is detected in the correspandevice. All Error Map bits are cleared by writing
the Error map clear bit in the Serialiser contegister in the Serialiser broadcast space, whietrsl
the latched input lines to the Error Map.

Address bit9 bit8 bit7 bit6 bit5 bit4 bit3 bit2 bit | bit0

E WE HE GE FE EE DE CE BE AE VE

H WH |[HH |GH |FH |EH | DH | CH | BH | AH | VH
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3.10.4.7 DCS CAN uC Status
An 8-bit read-only register, bits 0-7, used to rdath output by the on-board CAN controller.

3.10.4.8 DCS CAN uC Control

A 1-bit R/Wregister used in conjunction with the-lomard CAN controller.
Bit 0: When set, causes the CAN uC to perform atres
Bit 1: When set, places the CAN uC into Program enod
Bits 2-15 Unused - read as Zero.

3.10.4.9 Serialiser LVDS Link-Loss Status

Two 10-bit read-only registers, with one bit froach Serialiser. Each Serialiser presents an 'OR' o
the link-loss count from each of it's four assteial VDS receivers.

bit9 bit8 bit7 bit6 bit5 bit4 bit3 bit2 bitl bit0

E WE HE GE FE EE DE CE BE AE VE

H WH |[HH |GH |FH |EH | DH | CH | BH | AH | VH

3.10.4.10 Serialiser DLL Lock Status

Two 10-bit read-only registers, with one bit froach Serialiser.

bit9 bit8 bit7 bit6 bit5 bit4 bit3 bit2 bitl bit0

E WE HE GE FE EE DE CE BE AE VE

H WH |[HH |GH |FH |EH | DH | CH | BH | AH | VH

3.10.4.11 CP Chip Parity Error Register

An 8-bit read-only register with 1 bit for each CRip. The bit is set when a parity error is indéchby
the Error line from the corresponding CP Chip. betaf which link(s) caused the error may be
obtained by reading the error registers and cosmethe CP Chip concerned. All Error Map bits are
cleared by writing the Error map clear bit in the €hip control register in the CP chip broadcaatep
which clears the latched input lines to the ErrapM

bit7 bit6 bit5 bit4 bit3 bit2 bitl bit0

H G F E D C B A

3.10.4.12 CP Chip DLL Lock Status
A read-only register, with one bit from each CPChi

bit7 bit6 bit5 bit4 bit3 bit2 bitl bit0

H G F E D C B A

3.10.4.13 GLink Tx Status - PLL Lock Error.

bitl bit0

ROI | DAQ

3.10.4.14 Display/Status CPLD Revision No.
A 10bit register.
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3.10.4.15 HitCount FPGA revision No.

Two 5-bit registers .

Cluster Processo r Module

These will be moved into the new HitCount aresstamvn below

bit4 | bit3 | bit2 | bitl [ bit0

Threshold 0 -7 FPGA

Revision number

Threshold 8 - 15 FPGA

Revision number

3.10.4.16 Serialiser SYNC-DONE Status

Two 10-bit read-only registers, with one bit froach Serialiser.

bit9 | bits | bit7 | bit6 | bits | bitd | bit3 | bit2 | bitl | bit0
E WE |[HE | GE | FE | EE | DE | CE | BE | AE | VE
H WH |[HH |GH |FH |EH | DH | CH | BH | AH | VH

3.10.4.17 HitCount FPGAs (reserved)

A byte wide area using bits0..7. This addition wibvide the HitCount FPGAs with a register area
for diagnostics, such as sending test data to MBIE 8 locations are available.

(0) RO, Firmware Revision

8 bit revision number.

(1-7) R/W, Unspecified
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3.10.4.18 Serialiser, ROC and HitSum FPGA Configuration Controller

Originally designed for just the Serialiser, thatroller and associated FLASH now also provide the
default configuration scheme for the ROl ROC, DAQ® SMM HitSum and JMM HitSum FPGAs.
Unless specified, bits <15:0> readback as '0'.

(0) RO, Firmware Version number

Bits <9:0> starting from 1. ( currently 4 as of@/82 )

(1)(2) RW, Serialiser Reconfiguration Masks (Electromagnetic and Hadronic)

bit9 hit8 bit7 bit6 bit5 bit4 bit3 bit2 bitl bit0

(1) Elec. WE HE GE FE EE DE CE BE AE VE

(2Hadr. | WH | HH | GH | FH | EH | DH | CH | BH | AH | VH

(3) RW, Control register

Bits<6:4> | Bits <3:0>Command code.
. 0000 IDLE - Resets FLASH address pointer to zero
n 0100 BLOCK ERASE. Behaves similar to FULL ERASE.
. 0101 FULL ERASE. Clears FIFO and Resets FLASH. FLASH REfAset when done
n 0110 PROGRAM. Data transferred from FIFO into FLASH meynp
n 0111 FLASH VERIFY. Reads FLASH memory
1000 CONFIGURE all FPGAs from FLASH
1001 CONFIGURE Serialiser from FLASH BLOCK#1.
1100 SELECT MAP Direct Access to FPGA interface ( natipeplemented )
1111 FIFO read / write.
Where 'n' = FLASH Block number 0 .. 5. "' =don’tcare.

(4) RO, Controller Status

Bits<9:6> Bits<5:2> bitl bitO

Configuration State . Command Busy Command Dopne

(5) RO, FPGA Status

Bit <6> ROC and HITSUM INIT signal.
Bit <5> JMM HITSUM DONE signal.
Bit <4> SMM HITSUM DONE signal.
Bit <3> DAQ ROC DONE signal.

Bit <2> ROI ROC DONE signal.

Bit <1> Serialiser INIT signal.

Bit <0> Serialiser DONE signal.

(6) RO, FIFO & FLASH Status

Bit <2> FLASH READY.
Bit <1> FIFO FULL.
Bit <0> FIFO EMPTY.

(7) RW, Configuration Data.

Bits <7:0>: Access to FIFO, FLASH and Serialis®G@A SelectMap bus. Target is selected
using Command Mode in Control Register. Data igpammed into FLASH via the FIFO.
FIFO capacity is 64k Bytes.
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Automatic configuration of FPGAs will NOT be penfoed on power-up. Configuration is started by
writing the CONFIGURE FPGA command to the CONTR@bister. This allows the software to
check the contents of the flash configuration shefrehand.

The controller will then proceed to configure abaciated FPGAs, in the following order; Serialiser
ROI ROC, DAQ ROC, SMM HITSUM and then JMM HITSUMh@ last four devices have their INIT
signals wired together and appears as one sidn@abdrialisers INITs are similarly wired together.

All Devices, can be reconfigured from the FLASHmoey at any time by writing a new command into
the control register. The Serialiser configuratitata can be selected from one of two locationiimvit
the FLASH memory.

Transition between Controller Commands must gahg@alDLE command .

Completion of (re)configuration will be indicateghen the Done bit becomes active in the Controller
Status register, and also by the Front panel LEihfiguration will be prematurely terminated if amne
command is written into the control register befd@NE becomes active. The VME has overriding
control to avoid a 'lock-up' condition should tlenfiguration freeze for reasons such as wrong or
corrupt data in the FLASH memory.

The FLASH memory is accessed using an addresgerojointer) internal to the controller.
Individual configurations start on 1Mbit boundariBygtes are written to the FIFO in the same order a
presented to the FPGAs. Bit significance matchasdhthe FPGA Select-Map port, i.e. D(0) ->
Select-Map(D0)

During configuration, the FLASH memory is unloadsjuentially into the FPGA being configured.
Once this FPGA signals DONE of a given number aébyave been transferred, the memory pointer
is advanced to the beginning of the next blockfiernext configuration . Shown below is the
configuration sequence following power-up / modéset.

Program / verify sequen FLASH contents Norma Tes
Configure  Configure

Pointer Block D7 VME sequence  sequence
>0 Serialiser
131071 Bytes  #0 l e N-Bytes
#1 Serialiser N-Bytes tc
Tes serialiser
#2 ROI ROC N-Bytes
#3 DAQ ROC N-Bytes
#4 SMM N-Bytes
HitSumr
#5 JMM .
HitSurr N-Bytes
Unused
Unused
1 M Byte N = 109,00

D7 FPGASelectMap C
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3.10.4.19 CP FPGA Configuration Controller

On power-up, the Mask bits are set and the De€@uaitifiguration is selected
The controller is connected to only the 10 LSB¢hefdata bus, the unused 6 MSBs are externally
pulled to zero. Unless specified, bits <15:0> reamitas '0'.

(0) RO, Firmware Version number

Bits <9:0> starting from 1. ( currently 3 as of 2872 )
(1) RW, CP Chip Reconfiguration Mask

Used for selectively reconfiguring CP FPGAs

bit9 bit8 bit7 bit6 bit5 bit4 bit3 bit2 bitl bit0

H G F E D C B A

(2) RO, Unused

(3) RW, Control register

Bits<6:4> | Bits <3:0>Command code.
0000 IDLE - Resets FLASH address pointer to zero
. 0100 BLOCK ERASE. Not used for CP Chip.
n 0101 FULL ERASE. Clears FIFO and Resets FLASH. FLASH REfAset when done
n 0110 PROGRAM. Data transferred from FIFO into FLASH meynp
n 0111 FLASH VERIFY. Reads FLASH memory
1000 CONFIGURE FPGAs from FLASH #0
1001 CONFIGURE FPGAs from FLASH #1.
1100 SELECT MAP Direct Access to FPGA interface ( natipeplemented )
1111 FIFO read / write.
Where 'n' = FLASH Device number 0 .. 1. '.'=dort care.

(4) RO, Controller Status

Bits<9:6> Bits<5:2> bitl bit0

Configuration State . Command Busy Command Dpne

(5) RO, FPGA Status

Bit <1> CP FPGA INIT signal.
Bit <0> CP FPGA DONE signal.

(6) RO, FIFO & FLASH Status

Bit <2> FLASH READY.
Bit <1> FIFO FULL.
Bit <0> FIFO EMPTY.

(7) RW, Configuration Data.

Bits <7:0>: Access to FIFO, FLASH and CP-FPGA Silap bus. Target is selected using
Command Mode in Control Register. Data is prograchim® FLASH via the FIFO.
FIFO capacity is 64k Bytes.

Two FLASH devices are used, each providing 1M Bytstorage for a different configuration file.

Configuration for Normal running is stored in FLAS#8, with a second Configuration for test purposes
stored in FLASH#1. Operation is similar to thei&ser circuit described above.
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3.10.4.20 TTCrx Control, status, dump FIFO
Provides control of the TTCrx chip. (Incomplete)
(0) RO, Firmware Revision
16 bit revision number.
(1) R/W, Control
VME control of TTCRx Command signals.
Bit <5> Reset Command
Bit <4> Calibrate CP FPGA
Bit <3> Calibrate Serialiser inputs
Bit <2> Playback Serialiser

Bit <1> Enable SCAN Register
Bit <0> Enable TTC Commands

(2) WO, Reset Pulse
Bit <0> TTCRx JTAG reset
(3) RO, Status

Bit <2> FIFO full
Bit <1> FIFO empty
Bit <0> TTCrx Ready

(4) RO, Bunch_Counter
Bits <11:0> Local counter clocked from TTCRx Cldfbeskewlsignal
(5) RO, Event_Counter
Bits <15:0> Local counter clocked from TTCRx L1Aysal.
(8) WO, Pulse L1A
Bit <0> 1 = pulse L1A pin high for 1 LHC clock ped of 25ns. Otherwise pin is Hi-Z.
(16) RO, FIFO

Bits <7:0> TTCrx DOUT Data from 'TTCrx Dump' comngan
Bits <11:8> TTCrx DQ Data from 'TTCrx Dump' command

3.10.4.21 TTCrx I12C Controller

Provides access to the 20 user-accessible intexgigters of the TTCrx chip via the 12C interface.
Refer to the TTCrx Reference Manual version 3 piEgyéor programming details.

(32) R/W, Control

Bit <15> Reset Controller

Bit <13> Write / Read operation
Bits <12:8> TTCrx Register index
Bits <7:0> Data for TTCrx Register

(33) RO, Status

Bit <14> I12C Error
Bit <13> I2C Busy
Bits <7:0> Data from TTCrx Register
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3.10.4.22 DAQ ROC

Provides direct mapped access to all internal tegisand FIFOs of the DAQ readout controller. The
pipeline is directly accessible, as well as theteots of the FIFO. The DAQ ROC FIFO is 128
locations deep by 48 bits wide, requiring 128 adsiable word locations for each of bits 0-15, 16-31
and 32-47. In addition, 4 VME accessible parameggisters and 1 Control register are available:

DROC NSLICES

Number of slices to read out in response to a L&wadcept. Normally set in the range 1 to 5, with a
minimum permitted value of 1 (default). In order#ad-out the Serialiser pipelines, the number of
slices must be temporarily set to 128, and thesetde the previous value.

DROC HITOFFSET

Delay in 25 ns ticks (= pipeline memory locatiofisyn the write address to the read address fohithe
slice read-out, in the range 0 to 127.

DROC MinDAVLength
Normally set to 3, but could be changed to matokva ROD design, in the range 0 to 127.

DROC BCNOFFSET
Normally set to 0, but could be changed to acconatetbcal test rigs, in the range 0 to 127.

DROC ControlRegister

2 bits wide:
01 Default mode, enable receiving data
10 Enable playback data

3.10.4.23 Rol ROC

Provides direct mapped access to all internal tergisnd memories of the Rol readout controllee Th
Rol ROC has no pipeline and only a 12-bit FIFO I@&tions deep, requiring 128 addressable words.
In ordinary read-out mode, only a single slice of Rata is ever required, but a register descritiieg
number of slices is required to accommodate thé-oeé of external CP chip pipelines via the FIFOs.
No pipeline offset register is required in the RRIDC, since it does not have a pipeline of its onth a
the external CP chip pipelines have their own @#dfess offset registers.

RROC NSLICES

Number of slices to read out in response to a L-&atcept. Normally set to 1 (default), but in orte
read-out the CP chip pipeline via the FIFO, it mhestemporarily set to 128, and then re-set to the
previous value.

RROC MinDAVLength
Normally set to 3, but could be changed to matokva ROD design, in the range 0 to 127.

RROC BCNOFFSET
Normally set to 0, but could be changed to acconatetbcal test rigs, in the range 0 to 127.

3.10.4.24 CP Chip/FPGA #1-8

Provides direct mapped access to all internal tergisand memories of individual CP chips, with 1
kbyte addresses allocated per chip. These incliitler@shold and isolation values, timing, contaoid
error-count registers, plus access to memories#r0s. Refer to the CP Chip specification for detai
A ninth 1 kbyte address space is allocated as €@ broadcast space. Writing to a CP chip register
location within this space will broadcast the venittdata to all CP chips on the module.
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3.10.4.25 Serialiser FPGA #1 - 20

Provides direct mapped access to all internal tergissnd memories of individual Serialiser FPGAs,
with 2K byte addresses allocated per device. Thedede timing and control values, link error
counters, and access to memories and FIFOs. Reflee tSerialiser specification for details. A twent
first 2-kbyte address space is allocated as alBeri@roadcast space. Writing to a Serialiserstegi
location within this space will broadcast the venittdata to all Serialisers on the module.

4 Project Management

4.1 Overview and deliverables

The CPM is a complex multi-functional module, aligh much of the functionality is provided by the
two types of FPGAs which it hosts the Serialiser and the CP chip. The CPM is pathefCP sub-
system and naturally must be compatible with theiotomponents of both this sub-system and the
Pre-processor sub-system from which it receiveisjist data. Several of these components have
already been specified (and reviewed), and scsgigsification has tried to embody the requirements
made of the CPM by those components. Changes se ecifications will naturally result in changes
to the specification of the CPM.

The deliverable products of this phase of the ptcajee:

e Specification (this document).

e 65 production CPMs (see Section 4.4).

e Configuration Software for programmable logic (idihg Serialisers and CP chips).
 CPM User Reference Guide.

« Design documentation (schematics, layout infornmatécmmponent data-sheets etc.)
«  Configuration, control and monitoring software f6FLAS running..

4.2 Personnel

The CPM is the main hardware responsibility of Beningham group and has been designed there,
although closely coupled with design activitiefRétl., and to a lesser extent Heidelberg, Mainz and
Stockholm. The main personnel for the project ammed below, supported by several other members
of the Level-1 Calorimeter Trigger Collaboration:

* Project Manager: Tony Gillman (RAL)
« Project Engineer: Richard Staley (Birmingham)
e Layout: Darren Ballard (RAL Drawing Office)

4.3 Design and verification

The design of the CPM will rest with Birminghamthalugh the services of other institutions will be
used for specific stages, particularly the layowt manufacture of the module, which will be managed
by the RAL Drawing Office. The layout of the CPMIMie based on schematic design information
provided by Birmingham. The electronics CAD suid€nce will be used for the schematic design of
the module at Birmingham, remotely accessing tirabERAL installation of this program. Local
installations of FPGA design tools will be usedttoe CPM logic; tools for both the popular Alterada
Xilinx FPGA platforms are available. These toolslie design verification and simulation
capabilities.

4.4 Manufacturing

The PCB layout and routing has been done by the Bswing Office, which also supervise the
manufacture and assembly (population) of the moduie PCB contains 18 layers, with profiled board
edges to fit standard 2mm guide rails. The sizB®imodule and its degree of complexity make some
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demanding requirements of the manufacturer. Asnaben of components will be large Ball Grid
Arrays (BGA), an external company specialising lecpment of these packages will be needed; some
rework of part- or fully-assembled modules may dseaequired. For production and pre-production
modules, companies will be sought to provide attbshop” for the module assembly, in order to
avoid any conflict between the PCB manufacturerR68 assembly company. RAL now has a
‘framework’ agreement with a number of companie®dhal with the whole process, from component
supply through to providing assembled modules. ddreement provides that any module failing our
acceptance tests will be returned to the manufacaurd corrected at their expense.

An initial assembly run of 12 modules plus 2 pre¢arction V1.9 modules have been successfully
tested together in a fully populated crate. A futhduction run will provide the remaining 53 module

45 Test

The assembled modules from the manufacture willddwered to RAL, who will perform the
acceptance tests on the modules. These tests atrRIide visual checks, module power-up and JTAG
boundary scan. Any failing module will be returnedhe manufacturer for re-work. JTAG testing is a
very important part of the assembly procedure, kingcthe connectivity of complex devices
particularly BGAs, and gives an immediate indicatad build quality. However there are still a large
number of connections and components that are enalile tested by this method.

Good CPMs will be sent to Birmingham for configimatand more detailed checks. The modules will
be hosted within a 9U crate with power supplies laackplane. Testing/commissioning of individual
modules will be carried out at Birmingham to vetifie most basic functions (power, connectivity,
clocking and control) before more sophisticatetstean proceed. TTCvi sources will be required at
this stage. Standard test equipment, such as piggdsoscilloscopes, will be required and some €mpl
re-work capability (minor board defects, missing 8dMnponents etc.) will be provided.

Once the module is “up” and the VME control hasrbeerified, tests of the module interfaces and
functions will require one or more DSS and LSM mleduo replicate the up-stream and down-stream
components with which the CPM communicates. IntleMommunication across the backplane will
need to be verified before full CPM real-time fuooglity can be tested.

Software will be required to drive the CPM for tegtpurposes. Initially, standalone testing of the
CPM will be performed with diagnostic software viithhe HDMC framework, but more complex
testing will use functions from the CP on-line gohsoftware. Both of these programs will use the
same software description of the module and itdigoration.

The serial link cables used for module and syststirty will be identical to that being installed at
CERN in USA15.

Testing of modules at Birmingham will require salqreople, for both hardware and software support.

A detailed test specification will be required fbe final production of 65 CPMs which will requize
more formalised test procedure, capable of beiligWed by a number of test technicians.
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4.6 Costs

Cluster Processo

r Module

Expected costs are given below, taken from quates fecent tendering of the CPM manufacture,
based on a production run of the remaining 53 nexdul

NRE costs Cost each in UKP
PCB 900 (tooling + CAM/Eng) 468
Assembly 2181 ( Machine set-up ) 324
Components 5300

Components such as Agilent G-links which are nates® to market, or on a long lead-time, have

already been purchased. We are not aware of asplete’ notices being issued on any of the

components used on the CPM design.
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Cluster Processo r Module

Glossary

ASIC Application Specific Integrated Circuit

Backplane Multi-purpose high-speed backplane within CP crate

BC One LHC bunch-crossing, occurring every 25 ns

BC-mux BC-multiplexing scheme

BCN Bunch-crossing number, 12-bit label in the rang8353

BP Backplane

CAN Controller Area Network, standard for communicatididCS information
CMM Common Merger Module

Core Central part of a region, which may contain an Rol

CP Cluster Processor sub-system of the Calorimetggeéri

CP chip Cluster Processor chip, implements cluster-finditggprithms

CP crate Electronics crate processing a quadrant of triggace with 14 CPMs
CPM Cluster Processor Module: module specified in dloisument

CTP Central Trigger Processor

DCS Detector Control System, monitoring of physical dition of ATLAS
DLL Delay Locked Loop

Environment

Part of a region surrounding core towers, may pnotain an Rol

FIO

Backplane fan-in/fan-out

FPGA Field Programmable Gate Array (large programmatiécldevice)

G-link Agilent Gigabit serial link

Hit Candidate passing the criteria of a particularsthodd set

Hit count Three bit multiplicity of trigger candidates foparticular threshold set
JEM Jet/Energy-sum Module; major module of JEP

JEP Jet/Energy-sum Processor sub-system of the Caltmirfieigger

LAr Liquid Argon calorimeters (often primarily electragnetic barrel/endcap)
Link Single data channel between modules

LVDS Low-Voltage Differential Signalling

MCM Multi-chip Module

PLD Programmable Logic Device

PLL Phase-Locked Loop

PPM Pre-processor module

PPr Pre-processor sub-system of the Calorimeter Trigger

Quadrant One quarter of trigger space in azimuth, coverinty@ pseudo-rapidity range
Region An assembly of trigger towers

ROB Read-out Buffer

ROC Read-out Controller logic on the CPM

ROD Read-out Driver module

Rol Region of Interest; candidate with set of 16 hi$ laind local co-ordinates
Serialiser Device which re-serialises data from the seriddifor distribution.

Slice Data associated with a single tick

Stream Single multiplexed 160 MBaud signal

TCM Timing and Control Module, distributes TTC signaishin crate
Threshold set Set of cluster and isolation thresholgalues (one of 16)

Tick One cycle of a 40.08 MHz clock, a 24.95 ns period

TileCal Scintillating tile (hadronic barrel) calorimeter

Trigger space

Entire set of trigger towers: 64)k 50 ) x 2 (em/had)

Trigger tower

Data from an analogue sum of calorimeter cells sehevel-1

TTC

Trigger Timing and Control

VME--

Reduced functionality VME bus, D16-A24 transferstwieduced control
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Appendix A: Backplane connector layout

The CP backplane will be of a design common withdBP, and so must take into account the
modularity of both systems (the JEM has in fagtgly more LVDS cable connections and FIO pin
requirements). The layout of the backplane conmgmieition is motivated by a number of
considerations:

e LVDS cable positions and FIO pins are distributedrahe length of the module rear-edge,
consistent with short, equal signal paths on th1QJEM.

* The CMM outputs are at opposite edges horizontaily opposite ends vertically of each
connector position in order to have simply laid-disigonal signal paths for the long
backplane merger traces.

e The FIO blocks include a high proportion of grourelgery FIO signal pin is adjacent to at
least one ground pin. There are no more than 4pii®in any one row, to keep to only 4 FIO
layers on the backplane.

e The LVDS signals are screened from the FIO sigbwala complete row of ground pins.

e The LVDS cable screen grounds have a separatet™guoeind.

e The VME block is located at the top of the moduledimplicity, and the DCS and TTC near
the bottom in order to be able to route timing algraround the module’s edge.

« Power is placed at the bottom, and a mechanicdeguin was placed at the top.

The connector ordering from top to bottom of thekpdane is:

e Connector 0: Guide peg
e Connectors 1 to 8: signals
e Connector 9: power.

Each of the connector types is shown in the follmamap of connections as seen by the CPive
merger outputs in connectors 1 and 8 are labelMil &nd JMM as an artefact of the requirements for
the JEM, which will also use this backplane; SMNers to the CMM used as a Sum Merger Module
(with a custom configuration of the merging FPGAstlbe CMM), and JMM refers to a CMM used as
a Jet Merger Module (where the merging FPGAs widlin be configured differently from their usage
in the CP system).

Connectors 0, 1, 8 and 9 will be off-the-shelf comgnts, but connectors2 will contain a custom
arrangement of pin lengths within a standard B8, in order to accommodate backplane through
connections from the rear-mounted serial link calaled backplane fan-in/-out within the same
connector position. The use of custom connectarmisvated by the need to distribute both LVDS
signals and fan-in/-out along the length of the mled edge, rather than concentrate them in one zon
of dedicated connectors. Connectors 2 and 7 diffey slightly from connectors-8: connector 2
contains geographical addressing pins in placemiesgrounds in rows 1 and 10, and connector 7 has
half of its LVDS pins converted to FIO this will require that the long through pins irsthegion are
cropped to avoid signals pick-up from the attachéB®S cable.
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Cluster Processo

Guide Pin (0-8mm) (AMP parts 223956-1, 223957-lequivalent)

r Module

Connector 1 (8-58mm) Type B-25 connector (shodugh-pins)
A

Pos. B C E

1 SVVD <G VNVEDOO VNVEDOS VNVEDO9
2 SVML VVEDO1L VVEDO2 VVEDLO VVEDLL
3 SVVE <G VNEDO3 VNEDI2 VMEDL3
4 SVVB VVEDO4 VVEDOS VVEDL4 VVEDIS
5 SVVA <G VNVEDOG VNEAZ23 VNEAZ22
6 SVVB VVEDO7 <G VVEA21 VVEA20
7 SVVB <G VMEDSO* <G <G

8 SV VVEWR TEX <G VVEALS VMVEALQ
9 SVVB <G VNEDTACK* VNEALG VNEALY
10 SVVB VVEAQ7 VIVEAOG VVEAT4 VVEALS
11 SVMLO <G VNEAOS VNEAL2 VNVEAL3
12 SVMLL VVEAO4 VVEAO3 VVEALO VVEATL
13 SVML2 <G VNEAO2 VNEAOS VNEAOD
14 SVML3 VNVERESET* VVEAOL <G <G

15 SVVL4 <G> <G FLO FRO

16 SVML5 FL1 FL2 <G FRL

17 SVMLG <G FL3 FR2 FR3

18 SVML7 FL4 FL5 <G FR4

19 SVMLS <G FL6 FR5 FR6

20 SVMVL9 FL7 FL8 <G FR7

21 SVVEO <G FL9 FRS8 FR9

22 SMVEL FL10 FL11 <G FRLO
23 SVVE2 <G FL12 FRI1 FRI2
24 SVVE3 FL13 FL14 <G FRL3
25 SVVE4 <G FL15 FRL4 FRI5
Connector 2 (58-96mm) Custom B-19 connector (mbtaait/long through pins)

1 FL16 FL17 FR16 <G FRL7

2 FL18 <G FL19 FRI8 FRL9

3 FL20 FL21 FR20 <G FR21

4 FL22 <G FL23 FR22 FR23

5 FL24 FL25 FR24 <G FR25

6 FL26 <G FL27 FR26 FR27

7 FL28 FL29 FR28 <G FR29

8 FL30 <G FL31 FR30 FR31

9 FL32 FL33 FR32 <G FR33
10 GEOADDG <G> GEQADDA <G> GEOADD3
11 1+ 1- <SG 2+ 2-

12 3+ 3- <SG 4+ 4-

13 1+ 1- <SG 2+ 2-

14 3+ 3- <SG 4+ 4-

15 1+ 1- <SG 2+ 2-

16 3+ 3- <SG 4+ 4-

17 1+ 1- <SG 2+ 2-

18 3+ 3- <SG 4+ 4-

19 GEQADD2 <G GEQADDL <G GEQADDO
Connector 3 (96-134mm) Custom B-19 connector (mateatt/long through pins)

1 FL34 FL35 FR34 <G> FR35

2 FL36 <G FL37 FR36 FR37

3 FL38 FL39 FR38 <G> FR39

4 FL40 <G FL41 FR40 FR4T

5 FL42 FL43 FR42 <G> FR43

6 FL44 <G FL45 FR44 FR45

7 FL46 FL47 FR46 <G> FR47

8 FL48 <G FL49 FR48 FR49

9 FL50 FL51 FR50 <G> FR51
10 <G <G <G <G <G

11 1+ 1- <SG 2+ 2-

12 3+ 3- <SG 4+ 4-

13 1+ 1- <SG 2+ 2-

14 3+ 3- <SG 4+ 4-

15 1+ 1- <SG 2+ 2-

16 3+ 3- <SG 4+ 4-

17 1+ 1- <SG 2+ 2-

18 3+ 3- <SG i Z-

19 <G <G <G <G <G
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ATLAS Level-1 Calorimeter Trigger

Connector 4 (134-172mm) Custom B-19 connector (shoough plns)

Cluster Processo

r Module

1 FL52 FL53 FR52 FR53
2 FL54 <G FL55 FR54 FR55
3 FL56 FL57 FR56 <G FR57
4 FL58 <G FL59 FR58 FR59
5 FL60 FL61 FR60 <G FR61
6 FL62 <G FL63 FR62 FR63
7 FL64 FL65 FR64 <G FR65
8 FL66 <G FL67 FR66 FR67
9 FL68 FL69 FR68 <G FR69
10 <G <G <G <G <G
11 1+ 1- <SG 2+ 2-
12 3+ 3- <SG 4+ 4-
13 1+ 1- <SG 2+ 2-
14 3+ 3- <SG 4+ 4-
15 1+ 1- <SG 2+ 2-
16 3+ 3- <SG 4+ 4-
17 1+ 1- <SG 2+ 2-
18 3+ 3- <SG 4+ 4-
19 <G <G <G <G <G
Connector 5 (172-210mm) Custom B-19 connector ((hshzortllong through pins)

1 FL70 FL71 FR70 FR71
2 FL72 <G FL73 FR72 FR73
3 FL74 FL75 FR74 <G FR75
4 FL76 <G FL77 FR76 FR77
5 FL78 LF79 FR78 <G FR79
6 FL80 <G FL81 FR80 FR81
7 FL82 FL83 FR82 <G FR83
8 FL84 <G FL85 FR84 FR85
9 FL86 FL87 FR86 <G FR87
10 <G <G <G <G <G
11 1+ 1- <SG 2+ 2-
12 3+ 3- <SG 4+ 4-
13 1+ 1- <SG 2+ 2-
14 3+ 3- <SG 4+ 4-
15 1+ 1- <SG 2+ 2-
16 3+ 3- <SG 4+ 4-
17 1+ 1- <SG 2+ 2-
18 3+ 3- <SG i+ -
19 <G <G <G <G <G
Connector 6 (210-248mm) Custom B-19 connector ((hstmrtllong through pins)

1 FL88 FL89 FR88 FR89
2 FL90 <G FLO1 FR90 FRO1
3 FL92 FL93 FR92 <G FRO3
4 FL94 <G FL95 FRO4 FRO5
5 FL96 FL97 FR96 <G FRO7
6 FL98 <G FL99 FRO8 FRO9
7 FL100 FL101 FRI00 <G FR100
8 FL102 <G FL103 FR102 FR103
9 FL104 FL105 FR104 <G FRI105
10 <G <G <G <G <G
11 1+ 1- <SG 2+ 2-
12 3+ 3- <SG 4+ 4-
13 1+ 1- <SG 2+ 2-
14 3+ 3- <SG 4+ 4-
15 1+ 1- <SG 2+ 2-
16 3+ 3- <SG 4+ 4-
17 1+ 1- <SG 2+ 2-
18 3+ 3- <SG 4+ 4-
19 <G <G <G <G <G
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Cluster Processo

r Module

Connector 7 (248-286mm) Custom B-19 connector (chsteort/long through pins)
G

1 FLO6 FL107 FRL06 < FRLO7
2 FL108 <G> FL109 FRL08 FRL09
3 FL110 FLI11 FRL10 <G FRI11
4 FL112 <G> FL113 FRL12 FR113
5 FL114 FL115 FRL14 <G FRL15
6 FL116 <G> FL117 FRL16 FRI1Y
7 FL118 FL119 FRL18 <G FRI19
8 FL120 <G> FL121 FR120 FR121
9 FL122 FL123 FRI22 <G FRI23
10 <G <G <G> FL124 FRL24
11 1+ 1- <SG <G FRI25
12 3+ 3- <SG FL125 FL126
13 1+ 1- <SG <G FRI26
14 3+ 3- <SG FL127 FR127
15 1+ 1- <SG <G FRI28
16 3+ 3- <SG FL128 FL129
17 1+ 1- <SG <G FRI29
18 3+ 3- <SG FL130 FRI130
19 <G <G <G FL131 FR131
Connector 8 (286-336mm) Type B-25 connector (sthoaugh pins)

1 FL132 FR132 FRI133 <G JVNVD
2 FL133 <G FL134 FRL34 JVMVL
3 FL135 FRL35 FRL36 <G IR
4 FL136 <G FL137 FRL37 JVVB
5 FL138 FRL38 FR139 <G JNVA
6 FL139 <G FL140 FRL40 JWVB
7 FL141 FRL41 FR142 <G JNNVB
8 FL142 <G FL143 FR143 IV
9 FL144 FRL44 FR145 <G JNVVB
10 FL145 <G FL146 FRL46 JVVD
11 FL147 FRL47 FR148 <G JNMLO
12 FL148 <G FL149 FRL49 JWMLT
13 FL150 FRI150 FRI51 <G JNML2
14 FL151 <G FL152 FRI52 JVMVL3
15 FL153 FRI53 FR154 <G JNNVLA
16 FL154 <G FL155 FRI55 JVMVLS
17 FL156 FRI56 FRI57 <G JNMVLG
18 FL157 <G FL158 FRI58 JWMVL7
19 FL159 FRI59 FRL60 <G JNMVLS
20 FL160 <G FL161 FRI61 JVVLY
21 FL162 FR162 FRL63 <G JVNV2O
22 FL163 <G FL164 FRL64 JWWVRT
23 <G <G <G <G JNVE2
24 CANF <G TTCr <G JVV23
25 CAN- <G TIC <G J\VR4

Connector 9 (336-361mm

2 +3. 3V
6 Power GN\D
10 +5. 0V

Type D (N) connector
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Appendix B: Summary of BC-mux logic

For the CPM systerif, the pre-processor combines two trigger toweessasheme known as BC-
muxing. This is a form of compression which reliesthe fact that for each trigger-tower, both aejdc
timeslices will be zero. The BC-mux logic takesahgecutive pairs of tower data bytes and packs
them, with parity protection, into two consecuti@ bit words. The BC-mux scheme for encoding two

towers, A and B, is described as follows:

The first non-zero tower out of the pair is sergtfiwith a flag bit indicating which tower. If botare
non-zero then tower A is sent first. On the followiBC, the other tower is sent, with the flag bit
indicating whether it was from the same BC as it for from the BC following. Therefore the
meaning of the BC-mux bit changes between consecntin-zero BCs.

The table below (derived from Table 6-1 of the TRBRInmMarises the use of the BC-mux bit:

Inputs Outputs
Case A(i) A(i+1) B(i) B(i+1) V(i) V(i+1)
1 0 0 0 0 0,0 0,0
2 X 0 0 0 X,0 0,0
3 0 0 Y 0 Y,1 0,0
6 X 0 Y 0 X,0 Y,0
7 X 0 0 Y X,0 Y,1
8 0 X Y 0 Y,1 X,1

The input columns show the data within timesliggarid (i+1) for trigger towers A and B. The output
columns show when the data is output and the wafltiee BC-mux bit. This scheme is self-
synchronising in that the consecutive pairs cafrdma any BC, odd or even, and any subsequent
transmitted zero resets the sequence. The aboeeisabritten assuming that both A and B have been
zero on the previous BC, or that either A or B hhad non-zero data for an even number of BCs.

19 The JEP system receives data from the Pre-pracessw a different coding scheme.
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