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Abstract—The architecture of the ATLAS Level-1 Calorimeter
Trigger system (L1Calo) is presented. Common approaches have
been adopted for data distribution, result merging, readout, and
slow control across the three different subsystems. A significant
amount of common hardware is utilized, yielding substantial sav-
ings in cost, spares, and development effort. A custom, high-den-
sity backplane has been developed with data paths suitable for
both the em/ cluster processor (CP) and jet/energy-summation
processor (JEP) subsystems. Common modules also provide in-
terfaces to VME, CANbus and the LHC timing, trigger and con-
trol system (TTC). A common data merger module (CMM) uses
field-programmable gate arrays (FPGAs) with multiple configura-
tions for summing electron/photon and /hadron cluster multiplic-
ities, jet multiplicities, or total and missing transverse energy. The
CMM performs both crate- and system-level merging. A common,
FPGA-based readout driver (ROD) is used by all of the subsystems
to send input, intermediate and output data to the data acquisi-
tion (DAQ) system, and region-of-interest (RoI) data to the level-2
triggers. Extensive use of FPGAs throughout the system makes the
trigger flexible and upgradable, and several architectural choices
have been made to reduce the number of intercrate links and make
the hardware more robust.

Index Terms—Data acquisition, data communication, elemen-
tary particles, field programming gate arrays, triggering.

I. INTRODUCTION

DATATAKING at A Toroidal LHC ApparatuS (ATLAS) ex-
periment requires a fast, three-level trigger system to se-

lect physics processes of interest. The Level-1 trigger is de-
signed to reduce the event rate from the 40-MHz LHC bunch-
crossing rate to below 75 kHz, based on information from the
Level-1 Calorimeter (L1Calo) and Muon trigger systems [1].
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The Level-1 Calorimeter Trigger is a pipelined processor de-
signed to receive and analyze some 7200 summed analog trigger
towers (granularity 0.1 0.1 in and ) from the electromag-
netic and hadronic calorimeters, and send the results for each
LHC bunch crossing to the Central Trigger Processor (CTP) less
than 2 s after the event took place. There, the calorimeter and
muon trigger results are used together to produce a Level-1 Ac-
cept (L1A) decision.

The L1Calo system (see Fig. 1) comprises three main
subsystems. The PreProcessor (PPr) digitizes and processes
the analog signals, assigning them transverse energy values
and identifying them with specific bunch crossings. The digital
data are then transmitted to the Cluster Processor (CP) and
Jet/Energy-sum Processor (JEP) subsystems. The CP sub-
system receives the digitized trigger tower sums and identifies
isolated electron/photon and hadron/ candidates. The JEP
receives data in 0.2 0.2 sums of trigger towers (jet elements),
and uses these sums to identify jets and produce global sums of
transverse and missing transverse energy.

The CP and JEP send feature multiplicities and energy
threshold information to the CTP for every bunch crossing.
Upon a L1A decision from the CTP, the subsystems send stored
input data as well as intermediate and output data to the data
acquisition (DAQ) system for inclusion in the data stream.
The types and positions of jet and cluster candidates are also
collected and sent to the Region of Interest (RoI) builder for
use by the Level-2 trigger.

Over an extended period of research and development, the
L1Calo architecture has undergone numerous revisions and re-
finements. The final system design has been chosen to be rela-
tively “compact,” with a minimal number of crates and cable
links, yielding benefits in overall system cost and latency. A
number of common, multiple-use hardware modules have been
developed for general use in the system, helping reduce hard-
ware costs, numbers of spares, and design effort. And numerous
refinements in the design help to make the trigger system more
robust, reliable, and simpler to maintain.

This document gives an architectural overview of the L1Calo
system, including the PPr, CP, JEP, and read-out subsystems,
with an emphasis on common hardware solutions and design
features that make the system more compact, robust and reliable.

II. THE PREPROCESSOR

The PreProcessor [2] receives and processes roughly 7200
analog signals from the ATLAS electromagnetic and hadronic
calorimeters. The differential signals from the detector are
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Fig. 1. Architectural overview of the ATLAS L1Calo trigger, showing the real-time data path from the calorimeters to the CTP, as well as the readout to the DAQ
and Level-2 systems.

brought to analog receiver stations over twisted pair cables.
There the signals are integrated and summed if necessary,
calibrated to an scale, and distributed to the front panels
of the PreProcessor crates. The cables from the calorimeters
to the receiver stations and from the receiver stations to the
PreProcessor each have 16 individually shielded twisted pairs
with 86 impedance, surrounded by common shields, and
terminating at both ends in female SUB D 37 c connectors.

The PreProcessor is an eight crate system, of which four
crates process electromagnetic trigger towers and four process
hadronic towers. Each crate contains 16 PreProcessor Modules
(PPMs) that each receive up to four analog cables on the front
panel and process 64 analog inputs.

The PPM is a 9-U module residing in a standard VME64 crate
[3]. Differential signals from each front-panel cable input first
enter one of four analog input stage daughter modules. There
they are converted to single-ended signals with appropriate bias
for digitization.

The actual signal processing is performed by 16 Multichip
Modules (PPrMCM), each of which processes four trigger
towers. Four 10-bit FADCs digitize the signals with a sampling
frequency of 40 MHz. Fine adjustment of the digitization
strobes is performed by a four-channel ASIC (PHOS4) that
provides programmable delays in steps of 1 ns across the 25 ns

LHC clock period. The digitized values are then sent to a
custom PreProcessor ASIC (PPrASIC).

The PPrASIC synchronizes the four inputs for different path
lengths and time-of-flight effects, assigns the signals to the cor-
rect bunch crossing, and uses a lookup table to produce cal-
ibrated 8-bit transverse energy values. It also sums the four
values into 2 2 jet elements, performs “bunch-crossing mul-
tiplexing” (see below) and saves the input data in pipelines for
eventual readout. Finally, two 10-bit LVDS serializers operating
at 400 Mbit/s transmit the processed trigger tower data to the CP,
while a third serializer sends the summed 9-bit jet elements to
the JEP.

The PPrASIC also has pipeline memories that store the raw
digitized values and processed tower data for readout to the
DAQ upon a L1A. The readout data from all 16 MCMs are sent
as 40-MHz bit streams to a rear transition module behind the
J2 backplane, where they are serialized and sent to the DAQ
readout over an optical fiber.

A. Bunch-Crossing Identification (BCID)

The Preprocessor ASIC is capable of identifying a signal’s
bunch crossing using three different methods that provide ample
redundancy for consistency checks during system setup.
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For normal, nonsaturated signals (below about 250 GeV), a
pipelined finite-impulse-response (FIR) filter [4] processes five
consecutive FADC-samples, by multiplying the samples with
predefined coefficients and summing the resulting values. A
subsequent ”peak-finder” attributes the maximum value of this
sum to the corresponding bunch crossing. The working range of
the method spans from small signals (few GeV equivalent) up
to the near saturation level of around 250 GeV.

For saturated signals, two consecutive samples are compared
to a “low” and a “high” threshold, making use of the finite
“peaking-time” (50 ns) of an analog input signal. Thus, detec-
tion of a “leading edge” allows attribution of the “virtual peak”
to a specific bunch crossing. This method is valid from around
200 GeV through the maximum energy range of the calorimeter.

A third method, provided for consistency checking, uses
comparators with programmable thresholds on the analog input
daughter modules to present a “rising edge” signal to the MCM.
Given the known peaking time, BCID can be performed using
an appropriate programmed delay in the PPrASIC. The validity
of this method begins well above the comparator threshold,
and extends up to the full energy range. There is thus a large
overlap with the previous two methods, allowing consistency
checks between the methods to be performed during setup.

The FIR filter output is presented to a lookup table to extract
a calibrated value for the tower. If the BCID criteria are met,
this value is sent to the CP and JEP outputs. In the case of satura-
tion, the tower is assigned the maximum 8-bit value (255 GeV).
A 2 2 jet element with a sum that overflows, or which contains
a saturated tower, is also assigned the maximum 9-bit value (512
GeV). A tower or jet element with a maximum value is under-
stood to be saturated by the CP and JEP subsystems. Any event
where a saturation condition occurs will produce a L1A, and
RoI information sent to the Level-2 trigger will be flagged by
saturation bits. All data words sent to the CP and JEP systems
are accompanied by an odd-parity bit for error detection.

B. Bunch-Crossing Multiplexing (BC-Mux)

The PPrMCM sends its outputs to a daughter card on the PPM
subsystem via 10-bit LVDS serial links for electrical fanout to
the CP and JEP. The four trigger towers serviced by each MCM
are sent to the CP, and one 9-bit, 2 2 sum of these towers
(jet element) is sent to the JEP. To economise on the number
of links needed, it is important to note that the BCID algorithm,
being essentially a “peak finding” scheme, will always follow an
occupied BC with an empty (zero) one. This allows two trigger
towers to share a single serial link.

Towers are paired in the PPrASIC output stage. When a tower
has a nonzero value, its value is sent to the link, along with a flag
bit that indicates which of the two towers is being transmitted
first. In the next LHC clock cycle, an value (or zero) for the
other tower is sent to the link, again with a flag bit. For this clock
cycle, the flag bit is used to indicate whether the second tower’s
value belongs to the same BC as that of the first tower, or to the
following BC.

By using BC-mux, data for the CP subsystem can be acheived
with only two links per MCM instead of four. It is not possible
to use this scheme on the summed 4-tower jet element, since

Fig. 2. An RC precompensation network for driving high-speed serial LVDS
signals over long cables.

there is no assurance that such a sum will be followed by a zero
in the next BC.

C. Output Signal Fanout and Precompensation

A daughter card on the PPM distributes data through headers
on the rear side of the J3 backplane to the CP and JEP sub-
systems, via LVDS serial links operating at 400 Mbit/s over
at least 10 m of shielded “parallel pair” cables. To accommo-
date the large numbers of cables, 4-pair assemblies with 2-mm
hard-metric connectors (AMP Z-PACK 2 mm HM) are used.

To provide the trigger algorithms with the needed overlapping
data between detector quadrants, some links must be fanned out

. Futhermore, measures must be taken to improve signal
driving capabilities, since observed signal attenuation and dis-
tortion from such long cables can compromise data integrity.

Studies have shown that an FPGA (e.g., Xilinx Virtex
XCV50E) [5] can provide reliable signal distribution and
fanout at 400 Mbit/s. Combined with an RC “precompensation”
network (Fig. 2) to compensate cable signal losses, bit error
rates (BERs) of less than have been achieved over 15 m
of cable.

III. THE CP AND JEP

The CP and JEP subsystems share many architectural fea-
tures and common hardware. The jet algorithm in the JEP and
the em/hadron cluster algorithms in the CP both perform feature
searches in overlapping windows. Therefore, a large amount
of data duplication between processor units is required. Both
subsystems divide the calorimeters into four quadrants, with
processor modules in each quadrant sharing input data with
nearest neighbors over short point-to-point links. Overlapping
data from neighboring quadrants are provided by duplicated se-
rial links from the PreProcessor. This architecture minimizes the
number of cable links from the PreProcessor, thus allowing the
system to be built more compactly. Because backplane fanout is
only between nearest neighbors ( cm), signal timing is also
simplified.

The CP is a four-crate system, with 14 Cluster Processor
Modules (CPMs) [6] in each crate covering one calorimeter
quadrant. The JEP is contained in two crates, with 8 Jet/Energy
Modules (JEMs) [7] from each of two opposing quadrants (16
total) in each crate. Results from the processor modules are
brought to two Common Merger Modules (CMMs) in each
crate, which sum the data to produce crate-level results. The
CMMs also perform the system-level summation of data from
the different crates, and report those results to the CTP.
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A. The CPM

The cluster algorithm identifies 2 2 clusters of trigger
towers with at least one two-tower sum (1 2 or 2 1)
of nearest neighboring electromagnetic towers exceeding a
predefined threshold. Isolation thresholds are set for the 4 4
surrounding ring in the EM calorimeter, as well as the 2 2
hadronic tower sum behind the cluster, and the 12-tower
hadronic ring around it. The hadron/ algorithm is similar:
nearest neighbor sums of EM plus hadronic trigger towers
are compared with an energy threshold, and separate isolation
thresholds are set for the surrounding 12-tower rings in the EM
and hadron calorimeters.

The isolation thresholds for both algorithms are fixed values,
rather than ratios of isolation energy to cluster energy. This sim-
pler approach was chosen on the basis of studies presented in
[1], which showed that the expected isolation sums are relatively
insensitive to shower energies. In practice, high-energy clusters
will generally have loose isolation criteria, while lower-energy
clusters will have stricter isolation criteria.

Multiple counting of clusters is avoided by requiring the
central 2 2 region of the cluster to be a local maximum. The
CPM identifies and report clusters satisfying 8–16 e/ and
0–8 /hadron criteria, for a total of 16 independent cluster types.

Each CPM receives and deserialises data from 80 LVDS ca-
bles, brought to the rear of the module through backplane con-
nectors. These data correspond to 4 20 trigger towers in and

, both EM and hadronic. Twenty serializer (“SRL”) FPGAs
(XCV100E) receive the data and multiplex them to 160 MHz.
The data are then shared between neighboring modules via the
backplane, and finally fanned out to eight “CP” FPGAs, which
perform the cluster algorithms. The SRL FPGAs also store input
in pipelines for eventual readout to DAQ upon a L1A.

The eight “CP” FPGAs are implemented in large devices
(XCV1000E), each of which services 8 overlapping 4 4 win-
dows. Pipelines implemented in each CP FPGA save output data
for readout to the DAQ system, and cluster types and coordi-
nates for readout as RoIs to Level-2.

Two “hit multiplicity” FPGAs collect and sum the cluster
multiplicities from the CP FPGAs for reporting to the crate-level
merging of Level-1 results. The multiplicities are reported on
two 25-bit data streams, each containing 3-bit multiplicities for
8 of the 16 cluster types, plus one bit of odd parity. If more than
seven instances of a cluster type are identified, the multiplicity
is reported as 7.

Two additional “Read-Out Controller” (ROC) FPGAs collect
input data from the SRL FPGAs, RoI data from the CP FPGAs
and output data from the hit multiplicity FPGAs upon a L1A,
and transmit them to DAQ and Level-2 from the front panel over
two optical fibers.

B. The JEM

The jet algorithm identifies transverse energy sums within
overlapping windows consisting of 2 2, 3 3, or 4 4 jet el-
ements (corresponding to sizes 0.4, 0.6, or 0.8 in and ), and
comparing them against predefined energy thresholds. Multiple
counting of jet candidates is avoided by requiring the window
to surround a 2 2 cluster whose sum is a local maximum. The

location of this 2 2 cluster also defines the coordinates of the
jet RoI. All three jet window sizes are calculated by default,
and eight independent combinations of energy threshold and
window size are available for trigger menus.

The energy-summation algorithm produces unsigned sums of
and and uses the system-level sums of these to re-

port on total and vector thresholds to the CTP.
Each JEM receives and deserializes data from 88 LVDS links,

corresponding to 4 11 jet elements in and , both EM and
hadronic. Four “input” FPGAs (XC2V1500) receive the data,
sum the EM and hadronic parts of each jet element to 10-bit
values and multiplex these sums to 80 MHz for fan-out to main
processor units on the same and neighboring modules. Pipelines
in each input FPGA save input data for readout to the DAQ
system upon a L1A.

The jet and energy-summation algorithms are implemented in
one large “main processor” FPGA (XC2V2000) per JEM. The
main processor is also responsible for reporting results to the
crate-level mergers, as well as pipelining of DAQ and RoI in-
formation for readout. The jet output of each JEM is a 25-bit
data stream consisting of eight 3-bit jet multiplicities and one
odd-parity bit. The energy output is also a 25-bit data stream
containing the unsigned values of and , each com-
pressed from 12 bits to an 8-bit “quad-linear” scale (6-bit man-
tissa plus two multiplier bits). The energy output is also accom-
panied by an odd parity bit.

A single ROC FPGA collects input data from the input
FPGAs and output and RoI data from the main processor FPGA
for readout to DAQ and Level-2 over two optical fibers from
the front panel of the module.

C. The CMM

Two modules in each CP and JEP crate carry out crate-level
merging of results received from the crate’s processor modules.
In the CP crates, each merger module is responsible for calcu-
lating 3-bit cluster multiplicities for 8 of the 16 e/ and /hadron
cluster definitions. In the JEP crates, one merger module pro-
duces 3-bit multiplicities for the eight jet definitions, while the
other produces sums of , and .

A CMM [8] has been developed for all of these merging
functions. Each CMM receives up to 400 bits of data per BC
from the crate’s processor modules, over 40 MHz, single-ended
point-to-point links. A large FPGA with multiple firmware con-
figurations performs crate-level merging and passes the results
on for system-level merging, which is also performed on the
CMM.

Behind the backplane at each CMM position is a passive rear
transition module with three 68-pin SCSI-3 connectors for the
system merging cables. Parallel 40 MHz LVDS links between
the subsystem crates bring all crate-level results to one CMM
of each type, which is designated the system-merger. A second
large FPGA on the CMM carries out the system level merging.
Two additional SCSI-3 connectors on the front panel transmit
the final results to the CTP.

As with the other processor modules, the CMM input and
output data are stored in FIFOs and read out to the DAQ over an
optical fiber from the front panel.
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D. The Processor Backplane (PB)

The CP and JEP subsystems use a common, custom processor
backplane (PB) [9]. Each position in the PB is meant for a single
kind of module. In addition to 16 CPM/JEM positions flanked
by two CMM positions, there are two positions for inserting a
VME CPU (mounted in a 9 U adapter module), and one position
for the Timing and Control Module (TCM), which serves as an
interface for the TTC [10] and slow control systems.

Physically, the PB is a monolithic backplane of 9 U height,
and hosts up to 21 single-width modules. It is populated almost
entirely with 2 mm HM connectors, with 1148 signal and
ground pins in each JEM/CPM and CMM position. Three
high-current DIN pins (3.3 V, 5 V, GND) provide dc power
to each module near the bottom of the crate. The PB has
8 signal layers sandwiched between 10 ground planes, allowing
excellent impedance control and low crosstalk [11]. Two
signal layers provide point-to-point links between neighboring
processor modules for input data fan-in/out. A CANbus [12]
on one of these layers provides an interface to the detector
control system (DCS). Another four layers provide diagonal
connections from outputs at the top and bottom of each CPM
or JEM to the two merger modules at the right and left of
the processor modules. The remaining two layers distribute
TTC signals from the TCM. To conserve pins, the VME bus is
reduced to only the 43 signal lines needed to provide A24D16
slave access to the modules.

The LVDS serial link and merger interconnect cables are con-
nected to the rear side of the PB and passed through it to the
modules in front. This allows a system with few cables on the
front panels of the modules, allowing fewer recabling errors and
cable damage over the lifetime of the experiment. The crate also
provides extended geographic addressing. Upon power-up, ad-
dress pins tell each module its location in the crate, as well as
the crate’s location in the system. The modules use this infor-
mation to set unique VME, CAN, and TTC addresses. Modules
with multiple FPGA configurations can also use this informa-
tion to automatically load the appropriate configuration.

IV. THE READOUT DRIVER (ROD)

The L1Calo has two separate readout systems. Input, output
and some intermediate data from each module are read out to
the DAQ system, and the CP and JEP subsystems report feature
types and coordinates as RoI data to the Level-2 trigger. The
readout system has been designed to report 1 BC of RoI data
and up to 5 BC of DAQ data per event at a L1A rate of up to
75 kHz. A common approach has been adopted over all L1Calo
subsystems for DAQ and RoI readout.

For each module to be read out, readout FIFOs on each pro-
cessor FPGA or ASIC are read out as 40-MHz serial streams to
a ROC for timing alignment. The ROC passes the serial streams
in parallel to the inputs of a 20-bit G-link transmitter (Agilent
HDMP 1022) [13], which transmits them at 800 Mbit/s over op-
tical fibers to a ROD.

A common ROD module is used by both the DAQ and RoI
readout subsystems to gather and report data from the PPr, CP,
and JEP subsystems, using different firmware configurations in
five large FPGAs for different readout tasks. The ROD is a 9-U
module residing in a standard VME64 crate. It has 18 G-link
receivers (Agilent HDMP 1024) which pass the parallel outputs
to the FPGAs for data compression, zero suppression, and some
data monitoring. The ROD also contains four S-link [14] trans-
mitters for passsing compressed event data to the DAQ and RoI
readout buffers. Header generation and routing of data to the dif-
ferent S-link outputs is carried out by a switch controller FPGA,
whose settings depend on the type and source of data being read
out.

V. CONCLUSION

We have described a trigger system with a compact architec-
ture that minimizes cost and latency without sacrificing perfor-
mance or flexibility. Several common hardware solutions have
been adopted that also reduce cost, design effort, and the num-
bers of spare boards. And numerous refinements, such as LVDS
precompensation, eliminating most cabling to the front panels of
the CP and JEP subsystems, and self-configuration of modules
using extended geographic addressing, make the trigger more
robust, reliable, and easy to maintain.
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