2	UK role in production of CMS tracker electronics

�

2.1	Introduction



The principal role of the UK groups in the CMS tracker is in the provision of the readout system of the microstrip tracker, which will contain approximately 12x106 channels of analogue electronics, distributed approximately 2:1 between MSGC and silicon detectors. The major responsibilities in delivering this system are shared between the UK and CERN, with significant additional contributions from France, Germany and Italy. Other groups will also contribute much to its implementation, e.g. in the development and production of hybrids and detector modules.



The motivations behind this activity are historic and strategic: the IC, RAL and Brunel groups have substantial experience of tracking systems and their exploitation for physics and, over the last five years, have contributed much to the R&D for microstrip tracking at LHC. The special expertise and facilities which exist in the UK for electronic development gave rise to a strong pressure from CMS to concentrate on this area. Whereas the tracker is well populated by teams with silicon and gas detector expertise, the UK is unique in the ability and technical support to deliver the readout system. Unfortunately, UK resources available to CMS are not sufficient to take full responsibility for the system. However, complemented by CERN especially on the optical data transmission system, our effort has been focused on the front end ASICs and the VMEbus receiver modules, which together represent the backbone of the system.



The CMS tracker readout system has been explained in the past; since the last report some modifications have been made; the separation of control and signal paths is now complete. A recent schematic is shown in fig. 2.1 and a summary is given in Appendix 2.4. The control system has been worked out in detail and implementation has begun. The optical transmitters are based on laser diodes whose impressive radiation hardness has now been demonstrated. The CMS Technical Design Report is scheduled for December 1997 and therefore some of the detailed planning is incomplete but a global plan for the production of the tracker electronics has been prepared (Appendix 2.1). Although preliminary it is not likely to change radically since the tracker must be constructed for installation in 2004. There is little latitude for delays in the schedule. 





�



Fig. 2.1.   Schematic of the CMS tracker readout electronics.





�2.2	Distribution of responsibilities



The components of the readout and control system are summarised in Table 2.1 along with the teams taking responsibility for implementing them. The UK team has developed the APV6 readout chip which was delivered by Harris in December 1996 and is working very well; a minor metallisation error is being corrected at present so by June the chip can be considered fully complete. Large scale orders will begin in 1998 following TDR approval.



A decision was made by CMS to copy the APV6 as closely as possible into the French DMILL technology (Matra-MHS) since it has been a long standing goal to guarantee two sources of radiation hard electronics.  The DMILL process has now been shown to be hard at the required level and several chip designs have successfully been completed. A consequence of the decision is that engineers from the UK must participate in the design. However, the major burden of production and testing will be borne by the French groups.  It is likely that up to about half the number of required front end chips will be purchased from Matra-MHS which reduces the load expected on UK groups considerably compared to our previous plan.



Table 2.1            Major components of the tracker readout and control system

��Item�Function�Responsible teams

��APV6�Silicon microstrip front end chip (Harris CMOS)�UK��APV6-M�MSGC microstrip front end chip (Harris)�UK��D-APV6�Silicon microstrip front end chip (Matra MHS DMILL)�UK-France (design)

France (production)��D-APV6-M�MSGC microstrip front end chip (Matra MHS DMILL)�UK-France (design)

France (production)��APVMUX�8:4 analogue multiplexer�UK��Optical links�Analogue and digital laser diode based fibre links, including receivers�CERN + industry��Laser driver�Analogue laser driver �CERN��Front End Driver�VMEbus readout module�UK��Front End Controller�VMEbus control and timing distribution module�Germany-CERN��CCU chip�Digital control chip�CERN��TTC chip�Distribute clock, control and command signals�CERN��MSGC control�High voltage control on MSGC�Italy (to be confirmed)��RDPM�Dual port interface from FED to DAQ�CERN, USA��

The APV6 was designed for readout of silicon and it was long foreseen to design a variant for MSGC readout since the signals are similar in magnitude; a non-hardened amplifier and multiplexer, the UK designed PreMUX128, is currently being used very successfully for prototyping of silicon and MSGC detectors in CMS. The changes required are modest: more robust input protection, modification for d.c. coupling, an optimised signal processing circuit (simply different weights) and handling of rare, extremely large signal charges. The Harris version of the chip is in design and delivery will be in early 1998.



Prototypes of the Front End Driver have been developed and are in use for system prototyping. The final FED will be a modular design which can be exploited throughout every sub-system of the experiment in the interests of standardising the DAQ interface and optimal use of resources. Each sub-system FED will be customised using the common architecture developed by the tracker. This will be based on a widely used commercial bus (PCI) as so-called PCI Mezzanine Cards (PMCs) so that only new PMCs need development. The first module is in the preliminary design phase and ADC cards will be delivered early in 1998.



Some of the functions of the FED  (timing, trigger and control distribution) have been detached and placed on the Front End Control module which simplifies the FED design. A benefit from the PMC approach is exploitation of the basic FED motherboard for the FEC.  However, the FEC design is being undertaken by a team from University of Karlsruhe, again further reducing the scope of the UK involvement. 



Most of the other new ASICs required in the system are being designed by CERN, where possible employing them in other sub-systems such as the Preshower detector. The UK is responsible for the APVMUX which provides the 2:1 multiplexing of two 128 channel APV chips onto a single optical link. This is a small, relatively simple chip.



�2.3	Adaptation to new resources



The plan which has been developed makes use of the software tool employed by CMS, Microsoft Project; an overview of the electronics production is shown in Appendix 2.1. This enables the extraction of spending profiles and manpower assessments, in as much detail as the tasks are defined. Obviously at this stage, the tasks are not completely specified in all details. However, the activities for which the UK groups are responsible can be already described with sufficient precision. Some of the results of this are shown in Appendix 2.2.



2.3.1	Front end electronics



Production phases for each chip are assumed to extend over three years and take into account the following constraints:



•	foundries will produce the wafers we require using only a fraction of their full capacity, even    	though they are potentially capable of much more,

•	the available cash flow will not permit much faster purchasing,

•	chip production should not be grossly in advance of testing.



Wafer testing of each chip will begin some months after production has been initiated. This will lead to identified “known good die” which should be cut from the wafers and assembled onto the hybrids and retested prior to module assembly. All of this must be tracked and catalogued. This sets the time at which module assembly can be complete. The testing procedure and its automation, which is essential, is still under development. Some radiation qualification, even of parts produced in hardened technologies, will be required; the studies of the processes we plan to use lead us to conclude that this will not be a major overhead.



Manpower estimates and timescales for the chip design can be estimated from past experience. The APV6 is now complete and the design changes for the MSGC chip are limited. The DMILL implementation is being carried out by a team from France (Saclay, Lyon, Strasbourg) with RAL. Although the RAL input is essential, UK engineers are not responsible for the major part of the work.  The fact that it is a translation of a successful design also simplifies the process.



From 1998 onwards, a growing effort is dedicated to acceptance tests of the front end electronics on the wafers delivered from Harris. Similar work for DMILL wafers should be done in France, starting later. This represents a substantial reduction in commitment from the UK. The on-wafer testing is under development at IC. Between the UK groups we have three automatic probe stations which can be used. We expect the majority of the day to day work to be carried out at RAL, requiring at the peak one FTE staff member and part time support. However, the principal task will be to load wafers, set the system in operation and scrutinise and catalogue the results. Only if problems are identified will the intervention of a more senior engineer be required. The Imperial station will be identical and carry out production work but will be switched to specialised tests or trouble shooting as required.



Once known good dice have been identified, batches of wafers will be assembled and sent for cutting. Chips will then be distributed to other CMS centres for assembly onto hybrids and then retested, automatically. (It is not excluded that hybrid assembly could be carried out in industry but this is still under investigation.) We now foresee the UK to take responsibility for hybrids for one section of the silicon detector. This is at most a third of the total number of channels in the tracker, but it is likely to be the barrel region where our effort is devoted, less than half of the total silicon channels. This also represents a substantial reduction of commitment. Detector module assembly will not be undertaken by UK groups.



The main constraint on the production schedule will certainly arise from the production of front end chips where the major part of the readout system cost and component numbers lie. These are critical since they influence the production of detector modules, along with a few ancillary chips which are expected to present no major problems of design and fabrication.



2.3.2	Front End Driver



The FED effort has been estimated from the experience over the last two years in constructing prototypes and from similar tasks for H1. The design phase should last for about three more years with the bulk of the effort required early. Then, work switches from design to evaluation, with a mixture of software and hardware skills required. The modular design of the FED means that PMCs are designed to embody the basic FED functions (A-D conversion, optical receiver hybrid [CERN], VMEbus interface, TTC interface). Because of the conformance to a commercial standard, units can be evaluated without major effort to construct special test equipment, using commercial hardware or the standard CMS motherboard. 



FED components and boards are designed for testability, so acceptance tests are carried out by the manufacturer and included in the price. Evaluation tasks on our side will therefore mainly be implementation of the modules, requiring software and microcode development, and studies of the performance.



In the final phase of construction, the FED effort will be almost entirely evaluation and integration. There is a less clear distinction between design effort and evaluation/integration activities than in the case of the front end electronics since this type of electronics design is carried out at a high level relying on software tools. It is not actually necessary that this be finished when construction of the tracker is complete in 2004 and it is allowed to continue through the first phase of CMS operation, beginning in 2005. It is essential that at least 2SY/year is dedicated to this phase, which is what we have planned for.



To reach the manpower level required within the allocation proposed, we have made the painful decision to sacrifice requisition budget for manpower. This choice has been strongly endorsed by CMS as the Technology Department effort represents a unique, specialised resource which is not obtainable elsewhere. However, it is still a serious problem to conform annually to the budget profile we have been instructed to plan for in manpower and requisitions, which could provide either sufficient cash or sufficient manpower but not both. Of course, each is indispensable. We have assumed a unit cost of £48k/SY at RAL, which is an average based on the mix of expertise we require (see Appendix 2.2). The plan therefore assumes we exceed our manpower allocation by a small, decreasing amount in the next few years but repay that from 2000/01 onwards to achieve a net balance.



2.3.3	Use of manpower at  RAL, IC and Brunel



The RAL engineering effort is employed in two areas: design and testing of front end electronics and FEDs. Up to now, all evaluation of the APV6 and previous prototype chips has been carried out at Imperial College, (apart from test beam work involving all three groups). Once large scale production begins we plan to carry out a significant amount of routine, automatic testing of all incoming ASICs at RAL, so our manpower requirement shifts from design effort to test effort. This does not need the most highly skilled personnel (although testing should be supported when necessary by designers) and the unit cost/SY ought to be lower than average. 



The university manpower remains as foreseen in previous submissions to the PPESP. At Imperial College development of the automatic wafer testing is now under way (a RAL-IC CASE student will also dedicate time to this from October 1997) and the plan is to transfer the techniques and tools developed to an identical existing facility at RAL so a minimum of two probe stations can be expected to be in operation. A third station is available at Brunel and it is likely that a further prober will be purchased at RAL. Although we expect a small amount of custom hardware to be required, much of the effort is software development, including the database management which will be needed for maintenance of production records. Brunel are presently concentrating on irradiation of the APV6 and will take responsibility for radiation quality assurance in the future. The time required for testing depends largely on the time to test each chip, which has yet to be established, but is anticipated to be 1-2 minutes/die.



The second major task will be to assemble hybrids using known good dice and to test the complete unit. Several variants are required, depending on the detector type and its location. Only when we have a realistic hybrid design and sufficient final chips can we establish if this task can cost effectively be carried out in industry, although we know of companies who are willing to undertake it. We therefore assume, for the present, that it must be carried out in institutes and that the UK will assemble a fraction of the hybrids, then pass them to other centres for assembly in detector modules. If so, we expect to produce hybrids for silicon detectors, of which approximately 3700 modules are required. About a third of them are in the barrel which would be our main interest.



The FED effort involves a large amount of design work at present but, in addition, workshop construction and test engineers. FED testing and design effort is less distinguishable than for ASICs but, broadly, the effort peaks in the current year and declines slowly to a minimum during production. Purchase of the bulk of the FEDs will be delayed as long as possible to aid the cash flow situation with sufficient pre-prototypes available for evaluation purposes. Test effort therefore rises again during the commissioning period for which RAL Technology support is essential. This should be supplemented by a gradually increasing effort in the universities over the next decade since the FED will be the route to data. This is the area where RAL PPD effort (W. Haynes et al) contributes most strongly.



In addition to the tasks already described, the UK contribution during the later stages of the period will be most effectively used in the readout, control and data acquisition areas. This is software dominated and a role to which students as well as RAs can contribute. Many of the tasks, such as calibration and synchronisation of the system, will require an intimate knowledge of the APV operation so it is natural that the UK groups should take the responsibility. Thus our hope will be to contribute a self-sufficient team to the tracker data acquisition whose principal responsibility will be to manage the operation of the electronic system. It also provides an attractive strategy to ensure that UK physicists have good access to the data from the system and can play their part in contributing to the analysis of the first, and subsequent, data collected by CMS.



2.3.4	Management



The team developing the readout and control system is composed mainly of physicists and engineers from the UK and CERN, co-ordinated by G. Hall and G. Stefanini. We have found it effective to follow the type of QA procedures implemented in RAL in recent years, defining agreed specifications, followed by regular reviews. As a consequence we have a well defined system with a large amount of documentation now existing. It has been vital in planning the evolution of the work over the coming years. Other sub-detector systems are also expected to follow this path, influenced by the tracker.



2.3.5	Financial plan



The total cash allocation in “pounds of the year” required for the tracker activities is £2.69M, which includes a spend of £100k in 1996/97. This is combined with a Technology Department staff allocation of 26SY between the current year and 2005/6. We plan to purchase 13SY of essential manpower in Technology Division at an average £48k/SY (£ of 1996/97) for the mix of manpower required for the CMS tracker; the details are in Appendix 2.2.



2.3.6	UK expenditure



In the cost estimates provided to CORE a Non-Recurrent Engineering element was included in most electronic items to arrive at the total of 2.4CHF/channel (+10% contingency). For practical reasons, it is preferable that NRE be provided by the teams responsible for development of each item, so in the UK it is desirable that we should cover prototyping engineering runs at Harris and FED development costs as far as possible. This has been the case so far. While this contribution is relatively high, our collaborators (especially Italy) have made major contributions to the detector development and fabrication of CMS prototypes. CERN has borne much of the cost of supporting beam tests and engineering activities. The development phase for ASICs should be complete in the next two years and subsequent purchases should be shared throughout the tracker collaboration. This has still to be planned in detail.



The UK expenditure in the next two years will therefore primarily be dedicated to processing runs in Harris and FED prototyping. These budgets are below the minimum required, especially for ASIC production. To overcome this and allow the provision of one (5 wafer minimal) run in each of the two coming years, it has been assumed that some deferral of payments to the Common Fund will be accepted, amounting to £30k for each of the years. It will still be essential to request contributions from other participants in the tracker as the budget will not permit the full cost of more than one engineering run in each financial year.



The expenditure on test equipment and beam tests is now at the limit of viability. It is now quite common for funds to be sought by CERN for support of beam tests as insufficient resources are available and it is strongly felt that users should share the burden. Up to now we have claimed that our purchase of front end electronics (PreMUX128) for prototypes and the substantial R&D investment in the APV6 and FED allows the UK to be exempt.



Table 2.2   Allocation of  tracker requisitions budget

����Units are £M in 1996/97

 ��Year�Before inflation

£M�After inflation�ASIC�FED�Beam test�Investment�Common Fund�Cost book��97/98�0.09�0.09�0.06�0.02�0.02�0.02�-0.03���98/99�0.12�0.12�0.09�0.02�0.02�0.02�-0.03�0.11��99/00�0.29�0.27�0.22�0.02�0.02�0.01��0.24��00/01�0.26�0.24�0.15�0.06�0.02�0.01��0.21��01/02�0.34�0.30�0.12�0.12�0.02�0.01�0.03�0.24��02/03�0.34�0.30�0.12�0.12�0.02�0.01�0.03�0.24��03/04�0.17�0.15��0.12�0.02�0.01��0.12��04/05�0.15�0.13��0.12��0.01��0.12��05/06�0.14�0.12��0.12����0.12��total�1.90�1.72�0.76�0.72�0.14�0.10�0.00�1.40��

Although the UK has carried out the developments the budget will not permit the purchase of any complete item; the smallest element is the FED of which about 730 are required at a total estimated cost of 3.6MCHF (~£1.6M). It would be natural, and beneficial to industry, to continue to purchase them in the UK but this may not be permitted if we do not have the funds to do so; our budget will allow the purchase of about 200 (30%) which may be sufficient. If we are forced to purchase outside the UK, we expect practical problems in transferring the designs and extra costs in travel at least. For ASICs, the funds allow the purchase of about 400 wafers from a total of 2000, assuming half the chips are from Harris. A breakdown by year of the expenditure is shown in Table 2.2.



The magnitude of the UK contribution to CMS is small compared to the total cost of the tracking system and DAQ systems whose total costs are 87.9MCHF and 47.1MCHF. For example, France, with a similar number of institutes, is expecting to make financial contributions to the tracker almost twice that of the UK; the present plan will increase further the unfavourable ratio. Despite this, our management roles and intellectual contributions are large. With the £1.40M remaining (£s in 1996/97) after paid manpower, equipment and testing has been deducted, the UK contribution over the entire construction period (1998/9-2005/6) is envisaged to be 2.5MCHF to the tracker and 0.45MCHF to the DAQ. The DAQ expenditure is a contribution to a common project which is not covered by the CMS Common Fund but is essential to all sub-systems. The UK expenditure will pay for essential integration components, principally the Readout Control Unit which is required in each crate as a control unit to enable the FEDs to operate. It should be noted that the CMS DAQ budget provides crates, among other essential hardware, for each sub-system; in the case of the tracker this is ~0.8MCHF.





2.4	Possible additional funding



The funding scenario we are now planning for is certainly bleaker than any we had envisaged in the past. We have made a decision to preserve the specialised RAL Technology manpower at the expense of our financial contribution to the experiment, with the backing of the CMS tracker and DAQ collaborations. Nevertheless we expect criticism in the future when resources are distributed because of the relatively low cash contributions we will be able to make in comparison with many of our colleagues. The Italian groups in particular will be making a large financial contribution, in addition to significant spending on detector and engineering development and their funding agency has already questioned the size of the Italian cash contribution on more than one occasion, citing the apparently much lower sums from other national groups.



It is clear that a further funding cut would render the project very precarious. To sustain the activities of the design teams we are employing, a minimal requisitions allocation is essential. An NRE processing run at Harris costs around £60k. Components drive the cost of the FED. Multi-layer ceramic hybrids are required for development of a realistic final module; at present printed circuit boards made in the Imperial workshop are used. Beam tests are essential to demonstrate the performance of the system under semi-realistic conditions. It is evident from Table 2.2 that the funding is barely sufficient to complete the development of the items we must contribute to CMS. If the UK does not do so, there are no real candidates to take over these tasks.



A reduction of £0.5M would force us to abandon all contributions to tracker ASIC production, or the provision of all FED and related DAQ hardware. The first option would probably not be accepted by the tracker collaboration, the second would drastically undermine our opportunity to contribute to physics at LHC startup. It would be disastrous to cut from our programme either of the two items. The APV chips are essential immediately and it would be a major setback for CMS if the UK was unable to provide them as our expertise in design and application is unique. To keep the APV but cut the FED work would effectively waste the investment in the front end chip development. This task enables a self sufficient UK team to guarantee a physics and technological return on UK investment in CMS from 2005 onwards. UK physicists and engineers will have an essential role in operating and controlling the tracker readout system and will be in a strong position to contribute to the early physics analyses as a result of in-depth contact with the data and hardware. A cut of £1M would force us to cut everything except development, but these only make sense if there is the opportunity to exploit the developments for physics.



An additional £0.5M spent on the tracker would enormously expedite both FED and radiation hard ASIC development. It would be most valuable in the early stages of construction. It would contribute in a major way to rapid purchase of the early orders of APV6 chips in 1998 and 1999 at a stage when delays in the schedule can least be tolerated. We therefore propose additional spending which would move the electronics production into top gear rapidly. This would be very much appreciated by other national teams in CMS and other funding agencies who have their own activities to support, and would partly compensate for the effect that local funding difficulties have on the UK national reputation. 



Thus, we propose to spend an additional £50k at Harris in the current year, where we have an MSGC chip and silicon APV6 to order, thereby minimising the requirement to seek external financing of prototype developments, and £200k in 1998-2000. £200k allows the purchase of a 100 wafer lot, approximately at the level where a significant unit price gain is expected. This produces 2500-3000 useful chips. Such numbers are essential for production of CMS modules but also necessary to obtain a realistic yield assessment, vital for cost control. A modest extra budget of £20k/year for three years of the FED development would double the amount foreseen and would significantly expedite the project. A small amount dedicated to hybrid development would be invaluable and produce longer term orders to UK industry. 



Finally, investment of £50k in wafer test equipment in 1997/98 would guarantee that the wafer testing would be carried out under the most favourable conditions, and would be a long term investment of future benefit to the entire programme. We would also invest £100k in 1998/99 in radiation assurance equipment, such as an ARACOR x-ray system to be installed at RAL (probably shared with ATLAS) which would permit rapid evaluation of radiation hardness on the wafer. Such a system is available in the CERN microelectronics group for their ASIC evaluation. There is no equivalent UK source available for verifying that these electronics meet the standards for LHC. Up to now, radiation evaluation of  electronics has been carried out using Co sources at Imperial and Brunel; the Imperial source will shortly be decommissioned. Such sources are essential for qualifification of modest numbers of individual die but are not practical for rapid, on-wafer studies with better statistical control.



Table 2.3     Allocation of possible additional funding

���All units are £M in 1996/97��Year�ASIC�FED�Test equipment�Hybrids�Total��97/98�0.05�0.02�0.05�0.01�0.13��98/99�0.10�0.02�0.10�0.01�0.23��99/00�0.10�0.02��0.01�0.13��total�0.25�0.06�0.15�0.03�0.49��

This would also be the request to the PPESP in the case where extra particle physics funding became available from the request by PPARC to the UK government.







�Appendix 2.1 	Plan for electronics production



An extract from the project plan, showing some of the UK tasks.
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�Appendix 2.2 	Tracker manpower and budget profiles



The total cash allocation in “pounds of the year” is £2.69M, which includes a spend of £100k in 1996/97. This is combined with a Technology Department staff allocation of 26SY between the current year and 2005/6. We plan to purchase 13SY of essential manpower in Technology Division at an average £48k/SY for the mix of manpower required for the CMS tracker. A design engineer is estimated to cost £55k/SY and test engineer £42k/SY. The manpower required in RAL Technology by year and by task is estimated from the project plan using Microsoft Project. The distribution from the current year on is shown in Table A2.1. The cash figures are corrected for inflation at 2% so that prices and staff costs can be quoted in £ of 1996/97.





Table A2.1     Tracker RAL Technology manpower and budget���Units are £M in 1996/97��Year�Before inflation

£M�After inflation



£M�Manpower allocated

SY�Manpower purchased

SY�Remaining requisitions

£M��97/98�0.14�0.14�3.8�1.0�0.09��98/99�0.20�0.19�3.4�1.5�0.12��99/00�0.34�0.32�3.4�1.0�0.27��00/01�0.39�0.36�3.0�2.5�0.24��01/02�0.44�0.40�3.0�2.0�0.30��02/03�0.45�0.40�2.6�2.0�0.30��03/04�0.25�0.22�2.6�1.5�0.15��04/05�0.21�0.18�2.3�1.0�0.13��05/06�0.17�0.14�1.9�0.5�0.12��total�2.59�2.35�25.9�13.0�1.72��



Table A 2.2         Tracker RAL Technology manpower by task

��Year�   Microelectronics

�    Front End Driver

�Total TD�Balance

TD - Use���design

SY�test

SY�design

SY�test

SY�

SY�

SY��97/98�2.5��2�2�6.5�1.8��98/99�2.5�0.5�1.5�1.5�6�1.1��99/00�3.1�1.5�1�1.5�7.1�2.7��00/01�0.5�1.5�1�1�4�-1.5��01/02�0.5�1.5�1�1�4�-1.0��02/03�0.2�1.5�0.5�1.5�3.7�-0.9��03/04�0.1�0.7�0.5�1.5�2.8�-1.3��04/05�0.1�0.5��2�2.6�-0.7��05/06�0.1�0.1��2�2.2�-0.2��total 97/06�9.6�7.8�7.5�14.0�38.9�0.0��
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�Appendix 2.3	Progress and milestones





Date�Milestone�Status�Team

��Feb 1996�Transceiver under test�OK�CERN��March 1996�Neutron irradiation tests of laser diodes�OK�CERN��April 1996�APV6 submitted

128 channel DMILL front end chip submitted�OK May 96

Delayed�UK

France��July 1996�Final decision on choice of optical technology�OK�All��Sept 1996�Beam test of prototype FED

Definition of further milestones for optical link�OK

OK Nov 96�UK

All��Nov 1996�Design of analogue/digital driver�OK�CERN��Dec 1996�APV6 evaluated

Decision on radiation hard processes

MSGC algorithm defined

Control and monitoring hardware defined�OK Jan 97

OK

OK March 97

OK�UK

All

All

UK-CERN��April 1997�Laser driver chip�OK�CERN��June 1997�Optical link-FED integration��UK-CERN��July 1997�Multi-APV6 module��UK��July 1997�APV6 irradiated��UK��July 1997�MSGC version of APV designed��UK��Sept 1997�Feasibility Study of PCI ADC 	��UK��Nov 1997�Front end controller module��Germany��Dec 1997�CCU Verilog design��CERN��Dec 1997�Complete readout chain

��UK-CERN��

Milestones for 1998 and beyond will be defined in the CMS Tracker Technical Design Report, planned for the end of 1997.





�Appendix 2.4		System summary and reference documents



The CMS central tracker is based on silicon and gas microstrips with an inner pixel detector system. The detectors will be operated in a 4T solenoidal magnetic field contained in a cylindrical volume of 1.3m radius and length 7m. The total number of
 channels to be read out is 8 10
6
 
MSGC and 4 10
6
 silicon
.



Overview of readout system



Each microstrip is read out by a charge sensitive amplifier with a 50nsec time constant whose output voltage is sampled at the beam crossing rate of 40MHz. Samples are stored in an analogue pipeline for up to 128 crossings (3.2µsec) and, following a level 1 trigger, are processed by an analogue circuit. This confines the silicon signal to a single beam crossing interval and enables measurement of signal amplitude and bunch crossing associated with the hit. For the MSGCs a variant of the filter can meet the CMS requirements of high efficiency and timing precision of two bunch crossings.



The external data acquisition for the tracker is based on a VMEbus system housed in the barracks outside the experimental area after cable paths of up to 100m. The pulse height data from each channel of the front end chips, with no zero suppression, will b
e
 serially transferred at 40MHz
 by an optical link to a receiver module using a multiplexing level of 256 detector channels per fibre. Since each analogue value corresponds to 6-8bits of information, the effective data transmission rate is ~300Mbit/s. In the counting room, the Front End Driver module digitises the analogue data, performs zero suppression and simple cluster finding and stores the results in a local memory until required by the higher level data acquisition. A separate module, the Front End Controller, will be responsible for control of the front end electronics and distributing the LHC machine master clock and first level triggers to the front end electronics via separate fibre ribbons.



One of the arguments for an analogue system is related to achievable position resolution. Charge sharing between detector strips will be frequent as a consequence of non-normal incidence, magnetic field effects and energy loss fluctuations. Analogue readout improves the MSGC resolution at small angles.



Another important reason for retaining analogue data is immunity to unexpected noise, which is a major concern in a large system. Analogue data will give greater ability to identify problems and allow corrections to be applied. Some degradation due to radiation damage is expected even with hardened technologies. Access to external electronics means that greater reliability can be ensured than if it were within the tracker volume, which has an impact on the cost of replacement should a failure occur. Most circuits required, such as 40MHz FADCs, can already be obtained from commercial sources and there is little to be gained by implementing custom, radiation hard versions, since cost and performance are evolving favourably without effort on our part. 



Front End Electronic Chain



The front end chip is based on a design originally developed by the RD20 collaboration. Its novel feature is the use of analogue deconvolution of the shaped and amplified signal pulse to give the precise timing information required at LHC for fast signals from silicon detector. Because of similarities in signal sizes and detector capacitance, the chip is also suitable for MSGC readout. A radiation hardened version of the front end chip (APV6) has been developed at Rutherford Appleton Laboratory using the Harris 1.2µm AVLSIRA bulk CMOS process. Prototyping of an equivalent chip is also under way in DMILL process where individual transistors show noise and radiation hardness very similar to the Harris devices.



Control and Monitoring



A dedicated module, the Front End Controller, will distribute the LHC clock and trigger signals which will be passed to it from the TTC system developed at CERN. In addition commands will be passed to the front end readout chips and responses from control signals will be returned. Data monitoring the system environment will also be transmitted from the interior of the tracker. An optical fibre link, acting effectively as a bi-directional bus, will transmit all these signals to an internal control module which will distribute them locally electrically. It will make use of the same optical technology used for analogue data transfer.



Front End Driver



The Front End Driver module receives 64 analogue signals, each of which is digitised by a fast ADC, before being passed to the synchronisation circuitry. Each ADC on the FED requires a clock signal, to sample the incoming analogue signals at the correct point, which is derived from the 40MHz clock from the Global Timing System. This must be distributed to all the ADCs on the FED, and it is also necessary to adjust the clock phase relative to the incoming analogue signals. The synchronisation circuit tests in real time for the start of each data frame. Once it has been identified, the data can be separated into its constituent analogue and digital information.  In the digital processing stage the data are formatted for read out which includes the addition of headers to the data to identify its origin. The data will also be manipulated to correct for errors, such as baseline shift, and suppress below threshold data. The processed data from each of the 64 channels are passed to the Local Event Builder where it is collected together into a single packet and sent to the global data acquisition system.





Some recent documents summarising progress in the readout system:



Beam test of a prototype readout system for precision tracking detectors at LHC M. Millmore, M. French, K. Gill, G. Hall, G. Howell, L. Jones, W. Langhans, B. MacEvoy, J. Matheson, R. Payne, M. Raymond, G. Stefanini, F. Vasey, D. Vitè, S. Watts, R. Wheadon. Nucl. Instr. & Meths. A369 (1996) 79-91.



APV5RH: a 128 channel radiation hard pipeline chip for LHC tracker applications M. French, L. Jones, P. Murray, P. Seller, M. Raymond, G. Hall Proceedings of 1st Workshop on Electronics for LHC Experiments. CERN/LHCC/95-56 (1995) 120-126.



The Front End Driver of the CMS Tracker R. Halsall and W. Haynes Proceedings of 1st Workshop on Electronics for LHC Experiments. CERN/LHCC/95-56 (1995) 119.



The CMS tracker readout system G. Hall Proceedings of 1st Workshop on Electronics for LHC Experiments, CERN/LHCC/95-56 (1995) 114-118.



Beam test performance of the APV5 chip M. de Fez-Laso, C. Bonaccorso, M. French, K. Gill, G. Hall, G. Iles, L. Jones, B. MacEvoy, J. Matheson, M. Millmore, P. Murray, A. Potts, M. Raymond. Nucl. Instr. & Meths. A382 (1996) 533-544.



Analogue optical data transfer for the CMS tracker G. Hall Nucl. Instr. & Meths. A386 (1997) 138-142.



Studies of Radiation Hardened Electronics for use in Inner Tracking Systems at the Large Hadron Collider M. J. Millmore Imperial College thesis RAL-TH-96-009



Measurements of radiation hardened transistors from Harris and DMILL technologies M. Millmore, M. French, G. Hall, M. Raymond, G. Sciacca Proceedings of 2nd Workshop on Electronics for LHC Experiments. CERN/LHCC/96-39 (1996) 415-419.



APV6RH: a 128 channel radiation hard pipeline chip for the silicon tracker in CMS M. French, L. Jones, P. Murray, P. Seller, M. Raymond, G. Hall Proceedings of 2nd Workshop on Electronics for LHC Experiments. CERN/LHCC/96-39 (1996) 463-467.



The APV6 User Manual. V2.0 M. French. (1997)



Status report on the Front End Driver for the CMS tracker M de Fez-Laso, G. Hall, R. Halsall, W. Haynes, J. Matheson, M. Millmore, G. Noyes, M. Raymond, J. Reilly, G. Sciacca, M. Smith, D. Vite. Proceedings of 2nd Workshop on Electronics for LHC Experiments. CERN/LHCC/96-39 (1996) 499-502.



Fibre optic link technology for the CMS tracker G. Hall, G. Stefanini, F. Vasey. CMS NOTE/1996- 012



Performance of optical links based on electro-optic modulators F. Vasey et al. Proceedings of 2nd Workshop on Electronics for LHC Experiments. CERN/LHCC/96-39 (1996) 373-376.



Neutron damage studies of semiconductor lasers for the CMS tracker optical links K. Gill, R. Grabit, M. Persello, G. Stefanini, F. Vasey, J. Troska Proceedings of 2nd Workshop on Electronics for LHC Experiments. CERN/LHCC/96-39 (1996) 387-391.
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