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1 OVERVIEW OF THE STATUS OF CMS

This is the first CMS report to the PPESP since the Panel approved UK participation in the experiment in 1997.  The project has made enormous progress in the past two years and only brief mention can be made here of areas not directly involving the UK.

Technical Design Reports (TDR) have been approved for the ECAL, HCAL, Magnet, Muon system and Tracker.  The remaining three TDRs, for the Trigger, DAQ and Computing, are scheduled for submission at the end of 2000, 2001 and 2002 respectively.  Before a subsystem can start construction, approval of the TDR must be followed by a successful Engineering Design Review (EDR).  The Magnet project, HCAL, ECAL (Barrel), and Muon system have all been subjected to such reviews.  In addition, an Electronic System Review (ESR) is required before procurement of electronics for a subsystem can start.

The Magnet accounts for more than a quarter of the total cost of CMS.  It is on the overall critical path, since it will be pre-assembled and fully tested on the surface before final installation.  The EDR, held at the end of 1998, judged the overall design to be sound, although it considered the schedule for producing and winding the conductor to be tight.  Steps have subsequently been taken to accelerate this part of the project.  Construction is proceeding well (Fig. 1).  Orders have been placed for the Barrel and Endcap parts of the flux return yoke, and for other items, covering more than half of the 120 MCHF total cost.  Although some prices have increased, others have decreased, and the project remains within budget.

Among the detector subsystems, the HCAL project is the most advanced, since this must be ready for installation first.  Orders have been placed for major components, including the plastic scintillator and brass absorber plates, and delivery has started.  For the Muon system, fabrication of the HV boards for the Barrel drift tube chambers has started, as has mass production of parts for the Endcap cathode strip chambers.  The ECAL Barrel has passed a major milestone with delivery of 1000 pre-production lead tungstate crystals.  Acceptance tests on these crystals are underway using the highly automated quality control instrumentation at CERN.

Although construction of most subsystems is ramping up according to schedule, there are some areas of concern in the planning.  One is within the Tracker project, where two issues have not been fully resolved: the ability of the MSGC outer tracker to survive 10 years of LHC operation, and the feasibility of implementing the APV readout chip in 0.25 μm technology (which would lead to substantial gains in cost and performance).  The Tracker community plans to close these issues at the end of the year.  Another concern relates to the ECAL, where the time which will be available for constructing the fourth Endcap ‘Dee’ appears worryingly short.  The planning is constrained by the crystal delivery schedule, which in turn depends on the production yield.  At present, a rather conservative value for the growth yield has been assumed for the Chinese crystals, and the situation will become clearer once full production is underway.

The estimated construction cost of CMS is 466 MCHF, comfortably below the ceiling of 475 MCHF set by CERN, and most of the required funding has now been confirmed.  Memoranda of Understanding (MoU) have been signed by all but two of the funding agencies (Korea and Hungary), accounting for more than 98% of the foreseen income.  It is hoped that Hungary will sign early next year, and discussions with Korea (assigned 7 MCHF in the Cost Matrix) are continuing.  Two groups from Taiwan have formally applied to join the Collaboration and it is anticipated that they will bring additional resources to CMS.  Although Russia has signed an MoU (with a Cost Matrix entry of 27 MCHF, together with JINR-Dubna), there is concern that it may not be able to meet its commitments in full.  Contingency plans are being drawn up to deal with this and other possible funding shortfalls.  The plans will be finalised in January 2000.

The US is making a major contribution amounting to more than 20% of the cost of CMS.  A substantial contingency (40%) has been built into the US financial planning, which can eventually be used to ‘upscope’ the project, if it is not called upon to fund the baseline US deliverables.  A very successful DoE/NSF review was held at FNAL in February of this year.  As a result, it is anticipated that the first tranche of contingency will be released at the next review in February 2000.

The progress of CMS construction is monitored by the CMS management and by the LHCC through a hierarchy of milestones.  Level 1 milestones track the overall planning, levels 2 and 3 monitor sub-projects with two degrees of detail, and level 4 milestones follow the subsystems within sub-projects.  The level 1 and 2 milestones up to the end of 1999 are shown in Table 1.  So far 40 level 2 milestones have been met and the project is on schedule.

2
TRACKER READOUT AND DATA ACQUISITION

2.1
Overview and Overall Tracker Progress

The CMS Tracker Technical Design Report (TDR) was approved in July 1998.  Robust tracking and detailed vertex reconstruction within the CMS 4 T magnetic field will play an essential role in an experiment designed to address the full range of LHC physics.  The tracker is designed to ensure high quality momentum resolution, and contribute to precise e/ separation and excellent isolation of calorimeter showers.  Isolated high pT muons and electrons should be reconstructed with efficiencies greater than 98% and transverse momentum resolution better than pT/pT ≈(15pT(0.5)%, with pT in TeV/c, in the region ||<1.6, approaching pT/pT ≈(60pT(0.5)% as || approaches 2.5.  In dense jet environments, charged hadrons with pT>10 GeV/c are reconstructed with efficiency approaching 95% and hadrons with pT as low as 1 GeV/c with an efficiency better than 85%.  The impact parameter resolution in the plane transverse to the beams is below 35 µm over the full range for pT>10 GeV/c while the longitudinal impact parameter resolution is better than 75 µm over most of the rapidity range.  This performance is achieved at all LHC luminosities, and is shown in Fig. 2.

The tracker system has an active volume extending to a radius of 115 cm over a length of approximately 270 cm on each side of the interaction point, covering a range of || to 2.5.  The sub-detector is based on three technologies: pixels, and silicon and gas microstrips, arranged in concentric cylindrical volumes of radii about 20 cm, 60 cm and 115 cm.  In the central region the detectors are arranged in a barrel geometry while at higher rapidity they are organised as annular disks; the structure is illustrated in Fig. 3.  In total there are 13 barrel layers, providing 13 distinct high resolution measurement planes up to ||=2, falling to a minimum of 8 planes at ||=2.5, as shown in Fig. 4.

At the smallest radii (4-7 cm/7-11 cm at low/high luminosity) the interaction region is surrounded by two barrel layers of silicon pixel detectors, complemented by endcap disks covering radii of 6-15 cm.  Analogue readout is used to achieve hit spatial resolutions of 10 µm in r- and 15 µm in z.  Because of radiation damage, parts of the system are foreseen to be replaced during the nominal CMS 10 year lifetime, so that the final configuration will have an active area of around 1 m2 and 40M channels.  This detector, including its digitising electronics, is the responsibility of Swiss and US groups.

The intermediate region, from 22-60 cm, is instrumented with 5 layers of silicon microstrips, complemented by 10 endcap disks.  A “mini-endcap” completes the coverage avoiding large crossing angles in the inner barrel layers.  All detectors are single sided readout p-on-n silicon, with stereo double-sided modules formed by mounting detectors back to back.  This was an important decision made since the Technical Proposal (TP) and was based on arguments of cost, and thus maximal numbers of measurements, and overall simplification of the readout, although care has been taken to minimise effects on the material budget.

The outer region of the tracker (70-115 cm) is instrumented with a 240 cm long barrel with 6 cylindrical layers of MSGCs and 11 disks of MSGC for each endcap.

The silicon microstrip area is almost 75 m2 with 5.4M channels and the MSGC tracker is 225 m2 with 6.6M channels.  The strip pitch varies throughout the system, between 60-120 µm for the primary coordinate (80-240 µm stereo) in the silicon and 200 µm (primary) – 400 µm (stereo) in the MSGCs.  The hit resolution is about 15-30 µm in the silicon and 35-100 µm in the MSGCs.  The silicon microstrip area was increased compared that foreseen in the TP because of substantial price reductions, provided the simplest detectors are exploited.

The UK involvement in the detector hardware is principally in the electronic readout of the microstrips.  There have been no major changes in the system proposed to CMS since our PPESP approval, but the system has advanced considerably and there have been some important changes in the details of implementation.  Analogue readout is to be used, based on the APV chips developed by the UK.  Each microstrip is read out by a charge sensitive amplifier whose output voltage is sampled at the 40 MHz beam crossing rate.  Samples are stored in an analogue pipeline and, following a trigger, are processed by an analogue circuit to further filter the signals, then multiplexed from pairs of front-end chips over a short distance of twisted pair cable to a laser driver.  The laser converts electrical signals to infra-red light levels.  These are transmitted approximately 100 m over a fibre optic cable to the counting room where digitisation and data reduction are carried out by the Front End Driver (FED) module.  The APV chips and the FED are the two items which the UK has taken a significant responsibility to deliver.

The cost of the tracker was originally estimated to be 87.4 MCHF but at the time of the TDR the available funding was expected to be only 72.9 MCHF.  This led to a proposal to the LHCC to construct the system in two phases.  However, subsequently there has been significant progress in reducing the cost of some important items, partly through technical advances and partly by increasing the pitch and by further optimisation of the layout.  It is now believed possible to construct in one stage a tracker similar to the final version, even if further funds are not forthcoming, although additional funding may become available.  One of the areas in which substantial savings are expected is in front end electronics, where UK groups have made important contributions.

The major area where questions have not been fully resolved concerns the long term operation of the MSGC detectors.  Although CMS detectors are quite different from those at Hera-B, difficulties with their system have focused attention on potential weaknesses, particularly spark rates and strip damage.  The CMS detectors are operated with low gas gain, less than 2000, but rare discharges could damage strips and even a low rate of strip loss could prove significant over a 10 year period.  For this reason CMS proposed a lifetime test of a significant number of chambers in an environment which simulates the CMS spectrum of heavily ionising particles, which initiate discharges.  In November 1999, 50 chambers will be exposed to a high intensity 300 MeV pion beam at PSI.

In case the MSGC test is not successful, CMS has reconsidered alternative options and concluded that the only viable possibility is to build the outer part of the tracker using silicon microstrips, with coarser pitch than the inner layers. Studies are under way to verify that a tracker with similar physics performance can be constructed, in time, within the budget constraints. Indications are promising, but only after intensive work over the coming months will sufficient information be available to evaluate fully the silicon option.  A decision on the two alternatives will be made by the Tracker community in December 1999 (to be endorsed by CMS early in 2000), based on a detailed comparison, taking into account robustness, construction schedule, physics performance and other criteria.

2.2
UK Commitments and Deliverables

2.2.1
APV developments

Harris technology:  In mid-1997, the APV appeared to be in the final stage of development.  The APV6 (Silicon) had been delivered in January, following a long delay while Harris transferred the process line from a shared facility to one of their own foundries.  The APV6 worked well and detailed results on noise, uniformity, linearity, calibration were very good, indicating that only final tuning of chip parameters would be needed prior to production.  Automatic testing was being developed, and has since been successfully used on all wafers delivered (~40).  Modifications to the APVM for MSGC signals were almost complete, including larger protection diodes, current monitoring at the 32 strip level and modifications to the deconvolution circuit based on extensive simulation studies. 

It was astonishing to find in July 1997 that APV6 performance deteriorated under irradiation in the Brunel 60Co source, since irradiation tests on all four previous Harris runs had established that the process was reliably hard to >100 Mrad. (Neutrons are not a problem for any CMOS process.)  The results were confirmed on other APV6 chips and test structures and discussed with Harris.  There were some puzzling inconsistencies between Harris transistor measurements and those made in the UK, subsequently clarified when a tester fault at Harris was identified.  It was concluded that wafers were marginal compared to specifications and there had been further changes in process parameters following the APV6 run.  As a result, Harris provided new APV6 wafers in January 1998 at no cost.

A decision was also made to submit the APVM, despite the radiation hardness uncertainty, as it would verify important design changes, be required for validation with MSGCs where radiation levels were lower, and add more data on radiation effects.  The APVM was delivered in May 1998 and appears to work as required, although testing with MSGCs has been less extensive than desirable, because of the pressures of the CMS milestone.  However, ICSTM and CERN collaborated on a test of the APVM with a CMS MSGC in a lab in CERN with excellent results (Fig. 5); other groups are also using it successfully.

DMILL technology:  Meanwhile UK groups collaborated closely with French teams from Strasbourg, Lyon and Saclay in translating the APV6 into the TEMIC DMILL technology with identical footprint and parameters; the first APVD version was delivered in January 1998.  This provided extra assurance that the CMS developments would converge in time for CMS construction.  The APVD worked well on the first submission, except for a low level amplifier instability whose origin took some time to identify.  It is now attributed to a combination of several features of the technology and design choices based on non-ideal simulation data.  Following production of a DC-coupled version of the chip, modifications to the design were made and the final APVD is now in fabrication, due mid-October.

0.25µm technology:  The problems with the Harris technology and the high cost of the front end ASICs have encouraged a close look at a new option, following successful translation of the APV design into DMILL.  In September 1997, first indications of unexpected hardness of sub-micron feature size technologies were presented; until then limited results had been extremely variable.  While the thin gate oxide, which reduces with minimum feature size, had been long believed to be a key parameter, leakage paths between devices were a possible cause of erratic data.  The work of RD49, originally aimed at ~300 krad applications, demonstrated that designs could overcome this.  Further work has verified the results in 0.25 µm and 0.35 µm processes.  Use of 0.25 µm processes potentially offers significant gains in noise, power, circuit size, yield and, ultimately, very large cost savings.  Possible risks are time to complete the work, lower voltage operation and increased sensitivity to Single Event Effects (SEE).

In May 1998, having spent some months evaluating the information and practical problems, the UK proposed the 0.25 (m technology to the CMS Tracker team and was encouraged to continue as fast as possible.  Access to the technology parameters and design tools took some months to arrange but work has been under way since then with greatly increasing pace.  The APV25 was submitted, in a run shared with smaller chips and test structures, in June 1999; it is due back in late August, which is a huge improvement in fabrication time compared to other processes.  Two more iterations are anticipated before tracker production in October 2000.  Meanwhile first measurements of SEE have been made by ICSTM and Padova using heavy ions at INFN Legnaro and will allow comparisons between 0.25 µm, Harris and DMILL APVs late this year.  A new JREI-funded X-ray generator system has also been installed at Imperial College which should allow rapid radiation tests in the autumn.

Firm cost comparisons between the different technologies for both CMS and ATLAS can now be made following the market survey and tendering process, which was approved by the CERN Finance Committee in March.  Negotiations over the remaining contractual issues are well advanced so there should be no obstacles to large scale purchases during 2000.  A formal decision on the choice of APV technology will be made in January 2000.

2.2.2
FED and DAQ Developments

Following development of a prototype 9U VMEbus FED module in 1996/97, to demonstrate density, cost and functionality targets, the second phase switched to a PCI Mezzanine (PMC) format in order to allow users in many CMS institutes to make use of a single module in various system configurations.  The work was completed in October 1998, and used in a successful beam test in May 1999.  About 20 such modules have now been distributed, at cost, to several tracker teams within the community.  The PMC FED, shown schematically in Fig. 6, provides a flexible module for system developments over the next few years and matches with advances in commercial off-the-shelf processors.  The final FED will now be developed using the same components but configured in a lower cost (and larger) form factor, but probably with less modularity.  The detailed planning for this is now beginning.  Purchase can be late in the schedule but constraints on cost and staff resources limit the extent to which procurement can be delayed to benefit from technological progress.  Another factor concerns the overall DAQ integration where, again, technological choices (especially the high-speed link interconnections) are not foreseen to be made until later on a time-scale commensurate with the CMS Data Acquisition TDR in 2001/2002.

2.2.3
Milestones

Pre-construction milestones were provided to the LHCC in May 1998 and are shown in Table 2.  These, as well as preceding milestones, have all been met to date.  The most important goal at present is the review in January 2000, in which decisions will be made on the technology choices, and specifications frozen. Subsequently, the use of an LHC-like beam with 25 ns pulses is expected to be the first major test of the electronic system, including detectors read out by APV6/Ms, FED, optical links and control elements with TTC and ability to calibrate and synchronise. This test is scheduled for May 2000.  Although it is too early, and risky given the brand new beam, to attempt to use APV25s, most significant aspects of the system can be tested, and further development will continue in the dedicated CERN West Area environment even when beam is not present.

2.3
Radiation Hardening of Silicon Detectors

The UK has contributed significantly to the work of the RD48 collaboration which has worked on radiation hardening of the silicon detectors.  RD48 is a joint ATLAS/CMS R&D project.  One of the co-spokesmen is from UK-CMS and reports on its progress to CMS.  Recent work has shown that the addition of oxygen into the silicon at levels of greater than 1017 cm-3 improves the radiation tolerance of the material by a factor of three for charged hadron irradiation.  Defect kinetics modelling at Imperial College has explained this effect.  A simple process has been found to obtain the required oxygen levels in the material by diffusion of oxygen from an oxide layer on both sides of the wafer at a temperature of 1150O C for several hours.  Recent work has concentrated on finding the optimal process and transferring the technology to the silicon detector manufacturers.  The process can be performed on any silicon wafer at the detector manufacturer. Full-scale detector prototypes have been made for silicon strip and pixel detectors in both CMS and ATLAS and are currently being tested before and after irradiation.  Results are due shortly.  The technique has been implemented at Sintef, Micron Semiconductor, SGS-Thomson, CSEM, and CiS.  The key effect is that the depletion voltage after inversion grows at a rate which is a factor three less in this material.  There is also a beneficial change to the time constant for reverse annealing, which increased by a factor of 2.  This result is preliminary and is being investigated further.

2.4
Concerns

The agreed deliverables to CMS were constrained by the UK funds available and remain substantially the same, but the number of tested APVs should increase provided the 0.25 µm development succeeds.  Some of the savings will be invested in equipment to ensure rapid testing, especially because the construction period has gradually shrunk.  Up to now, although the APV development has not been completed as foreseen, electronic deliveries have not been a brake on developments elsewhere.  This situation is expected to continue.  The construction plan of the tracker is not final, because of the uncertainties referred to, but will mature rapidly once the crucial decisions on technologies are made at the end of this year.

The remaining concerns centre on the availability of engineering support in several areas: in RAL, electronics staff are crucial and, while CMS has not suffered badly from staff losses, knock-on effects are evident.  Elsewhere, both within the UK and at CERN, CMS has access to few staff with skills in certain crucial areas, e.g. large scale electronic and electrical system design.  Since, for example, power and grounding could have major implications for performance, these shortages are worrying, especially given the scale of the LHC systems.

3
Endcap ECal AND GLOBAL CALORIMETER TRIGGER
3.1
Overview

One of the overriding CMS design objectives has been to incorporate a very high performance electromagnetic calorimeter.  Such a calorimeter will be crucial for the study of a large variety of Standard Model and other new physics processes; for example, the reconstruction of a background-free Z(ee data sample will be important for studying any new high-mass object with one or more Zs in the subsequent decay chain.  It will also play an essential role in the study of electroweak symmetry breaking, through the exploration of the Higgs sector.  The search for the Higgs at the LHC will rely strongly on accurate measurement of photons from H ( (( in the mass range 90 GeV(mH(150 GeV, and of electrons and positrons for 140 GeV(mH(700 GeV.  The ECAL will also be vital for other measurements such as cascade decays of gluinos and squarks, where the lepton-pair mass provides information about the supersymmetric particle spectrum, or the leptonic decay of new heavy vector bosons (W’,Z’) in the multi-TeV mass range.

A scintillating crystal calorimeter offers the best energy resolution since most of the energy from electrons or photons is deposited within the homogeneous crystal volume.  High density crystals with a small Moliere radius allow a very compact electromagnetic calorimeter system, and PbWO4  has been chosen by CMS for both the Endcap calorimeter (EE) and the Barrel calorimeter (EB).  In prototype tests, a resolution of 0.6% at 100 GeV has been achieved.  Following several years of intensive development and design, the CMS Electromagnetic Calorimeter TDR was approved in April 1998.

The UK groups from Bristol, Brunel, ICSTM and RAL collaborate in the electromagnetic calorimeter project.  The EE is a joint UK/Russia responsibility with additional contributions from Saclay (for the monitoring system), ETH Zurich (for crystals and electronics) and CERN (crystals).  The Endcap Project Coordinator and Project Engineer are both from UK groups.

The goal has been to keep the designs of the EE and EB as similar as possible, although some important differences have been unavoidable, particularly concerning the structural support and the choice of photodetectors.  Both the EB and the EE designs are based on an off-pointing pseudo-projective geometry, however the implementation of this concept to the endcap in a cost effective way has been very challenging.  The EE design is remarkable in that it uses a single shape/dimension tapered crystal (30x30x220 mm3 at back face, -- 2 mm smaller front face in each dimension).  The crystals are grouped into units of 25, referred to as supercrystals; each endcap contains 8080 crystals with a total volume of 1.52 m3 and mass of 12.6 tonnes.  Silicon avalanche photodiodes are used in the EB, but the high radiation levels in the forward direction excludes solid-state and hybrid devices.  Vacuum phototriodes (VPTs) are therefore employed in the EE.  (The orientation of the magnetic field does not allow the use of VPTs for EB.)

Two UK groups (Bristol and RAL) are responsible for the Global Calorimeter Trigger (GCT).  The GCT receives trigger information from 19 input crates and passes summary information for each beam crossing to the Level 1 trigger decision logic.  The 19 input crates, known as Regional crates, process data from the central electromagnetic and hadronic calorimeters, divided into 18 (η,φ) regions, and the forward calorimeters covering the range 3 < |η| < 5.  The CMS trigger TDR is now being prepared, with the publication date set for November 2000.  This will include a full design of the GCT; production of the final boards should begin in 2002. 

3.2
UK Commitments and deliverables
The UK groups have undertaken to fulfil the following ECAL and Global Trigger responsibilities:

· Develop, prototype and contribute to the procurement of VPTs

· Design and prototype Supercrystals (SCs)

· Set up the Regional Centre for SC production

· Procure SC mechanics

· Construct and test the SCs, and ship to CERN

· Design, prototype and construct the Global Calorimeter Trigger, and associated ancillary equipment

3.2.1
Changes Since the Last Report to the PPESP
There have been no substantial changes to the design of the ECAL Endcap since the last interaction with the PPESP in January 1998 when a move to a larger crystal size was announced in order to reduce the channel count, and thereby the cost, of the EE.  The consequences of this change have now been fully incorporated into the design.

There have been some changes to the deliverables from each country/institute involved in the EE, in order to minimise the impact of Russian funding uncertainties.  For the UK, the provision of SC mechanics has been extended to include the mechanical structures which hold the SCs in place and keep them thermally stable.  This has been made possible through an improved and lower cost SC design.

3.3
Current Status of the Project
The EE project achieved an important milestone in June 1999 when the major components for the new SC design, based on the larger crystal and VPT size, were successfully prototyped, delivered, and tested at a high energy electron beam at CERN.

3.3.1
Design

A supercrystal is shown in Fig. 7.  The main structural component of the SC is a 5x5 carbon fibre alveolar structure which supports the crystals.  This element has been successfully prototyped by the Russian institutes and will be their main hardware contribution to the project.  The tapered lead tungstate crystals are read out by specially developed 1” diameter VPTs.  At the back of the SC, a housing contains passive filtering and decoupling circuits for the VPTs together with optical fibres for monitoring the stability of each channel.

The SCs are cantilevered from a ‘Dee’ backplate, as shown in Fig. 8.  Each Dee comprises 4040 crystals.  The total crystal count for both endcaps is 16,160, in comparison to the CMS ECAL TDR total of 21,528 (Dec 1997).  A pre-shower detector (which is not a UK responsibility) is located in front of the EE to improve (o identification.  The SC design is nearing completion and construction of the first units will start in early 2000.

The design of the Dee, and the layout of the electronics and fibre optic packaging on the rear of the Dee, are well underway.  The endcaps use the same digitising electronics and fibre optics systems as the barrel.  However, this region of the calorimeter is complex and the detailed implementation of the barrel systems to the endcap will require at least 18 months of design.

3.3.2
Prototyping

Since January 1998 extensive prototyping has been carried out to finalise components for the SCs.  A dedicated crystal R&D programme to grow full size EE crystals has been undertaken in Russia, and a total of 30 full sized crystals were produced and delivered to CERN in December 1998, a crucial milestone.  The ECAL specifications for light yield, and light yield uniformity along the crystal, were met by more than 50% of these early crystals, a very encouraging yield for the first attempt.  A follow up R&D programme is now underway for 120 EE crystals to be produced by December 1999, and 10 of these have already been delivered to CERN.  The production yield for this second batch was at the same high level as that achieved for barrel crystals.  Delivery of an initial order of production crystals will start in 2000.

In parallel to the crystal R&D, an extensive programme of R&D on 1” diameter VPTs has been conducted.  The UK groups have evaluated triodes from Electron Tubes (UK), and Hamamatsu (Japan) and will soon receive prototypes from Photonis (France), while the Russians have worked with the Research Institute Electron (St Petersburg) and MELZ (Moscow).  Over the last year a total of more than 60 1” prototype VPTs have been produced with designs optimised for 4T operation in CMS.  The VPTs have been appraised at test centres at Brunel, RAL, St Petersburg, Protvino and CERN.

Fig. 9 shows the relative response of prototype VPTs from one manufacturer as a function of magnetic field.  The response falls by less than 20% and is flat beyond 1T.  (Measurements have also been made at 4.7T.)  The tolerance of VPTs to radiation and their ability to deliver a large total integrated charge in the presence of a magnetic field, are currently being verified by measurements made at Brunel and RAL.

3.3.3
Test beam

A full size EE SC was constructed in May 1999 with 1” VPTs and crystals with the final dimensions.  The SC was tested in a high energy electron beam at CERN at zero magnetic field.  The expected performance at 4T was deduced using measurements made with the same array in a high magnetic field.  Beam tests were also carried out with a prototype preshower radiator and detector in front of the SC.  
Fig. 10 shows the energy distribution for 180 GeV/c electrons measured in the combined preshower and SC detector.  The resolution is 0.62%, which fully meets the performance target.  The success of these tests has been a crucial step in preparing for the start of the VPT tendering process later in 1999.

3.4
Future Endcap ECAL Activities

3.4.1
UK Regional Centre

The role of the UK Regional Centre is to construct, test and ship to CERN all the SCs required for both endcaps of CMS, with appropriate quality control on all incorporated items.  The SCs will be constructed at RAL.  A production rate exceeding 1 SC every 2 days is required.  The detailed planning for the operation of the SC production lines is underway and a report will be produced by the end of 1999.

The crystals will be fully certified both by the producer and by CERN before delivery to the UK.  Nevertheless, batch sampling of EE crystals will be carried out, throughout the production phase, at the Crystal Laboratory at ICSTM.  The newly upgraded 30 Ci and 2000 Ci Co60 sources at Brunel will be used to measure crystal performance at the higher radiation levels expected in the endcaps, again on a batch basis.

VPTs will be sent directly to the UK from the producers.  They will all be certified for satisfactory performance at a magnetic field using a 4T superconducting solenoid at Brunel and at the CMS angles to the field using the 1.8 T facility at RAL.  Designs for the mass production testing of VPTs have been completed at both institutes.  The facilities are expected to be operational by early 2000.

Jigs and tools for the SC production line will be designed at RAL and Bristol.  The production sequence will be tracked by a computer database and production management system being developed by the CRISTAL collaboration which includes the University of the West of England (UWE).  The system will be configured to meet the requirements of the UK regional centre by Bristol in collaboration with UWE.  The SCs will be read out by front end electronics modules, each containing 50 channels.  These electronic modules will be tested by Bristol.

3.4.2
Dee Laboratory at CERN

The SCs will be mounted on the Dees at CERN, equipped with readout and monitoring and then thoroughly tested.  This work will primarily be carried out by non-UK technical staff, however there is provisional agreement that this crucial activity will be managed by an engineer from ICSTM.

3.4.3
Pre-calibration

Each Dee will be pre-calibrated in an electron beam at CERN.  At the time of approval, the PPESP was unable to award funds to enable the UK to contribute to the capital items required for this operation.  Nevertheless the UK is collaborating with other ECAL groups in the design of the infrastructure and will take a leading role in conducting the pre-calibration, particularly through ICSTM.

3.5
Global Calorimeter Trigger

The main calorimeter processing provides two types of trigger information: electron/photon and jet candidates, collectively known as trigger "objects"; and sums of transverse energy and its components over the whole region up to |(|=5.  Energy sums are also produced for the forward calorimeters.  The job of the GCT is to sort the different types of object, passing on the best four of each type for use in the Level 1 decision, and to calculate total and missing energy for the whole detector.  The test and prototype work to date has focused mainly on the sort processing required to find the four objects having the highest ET, together with the difficulties associated with getting nearly 3000 input signals into the system.

An ASIC to perform a low latency pipelined sort, finding the largest four values from up to 32 inputs, has been designed.  This ASIC used BiCMOS technology, in order to be compatible with ECL input and output signal levels, and was fabricated by Austria Mikro Systeme.  In order to test the ASICs at clock rates up to the design value of 160 MHz, four times the LHC crossing frequency, a test platform has been built, together with a system of memory modules to send and receive wide data sequences.  The construction of this test platform has provided experience with working with very high speed ECL signals.

The sort ASIC was designed to be compatible with the requirements for the preliminary stages of object sorting in the Regional crates, as well as those in the GCT.  In late 1998 however, the designers of the Regional crate system decided to implement their own sort ASIC with additional functionality.  This prompted the UK to investigate alternative technologies for the GCT sort, and it has been found that the same low-latency algorithm can be performed using the Virtex family of Field Programmable Gate Arrays (FPGA) from Xilinx.  Simulations using Xilinx software have shown that the speed of these devices is adequate, and so a second test platform is being constructed, incorporating a Virtex FPGA, to be used with the memory module test system.  Tests using this platform will begin in October 1999.

The choices of data link technology are also being reviewed, both for transporting the input data from the Regional crates to the GCT and between boards within the GCT system.  In particular the possibility of using optical links, rather than copper, is being investigated, to carry the data from the Regional crates over distances of up to 25 m.  Tests of both ECL and optical data transmission are being prepared, with the aim of reaching a decision in the first half of 2000.

The CMS trigger TDR is now being prepared, with the publication date set for November 2000.  This will include a full design of the GCT.  A further prototype will be constructed during 2000, incorporating elements of the final design such as pipelining and readout of the input data.  With the move from ASIC to FPGA processing, it is hoped that the sort and adder portions of the final system can be made very similar, if not identical.  Production of the final boards should begin in 2002.

3.6
Milestones

A detailed list of EE milestones is shown in Table 3.  The critical milestones for the completion and beam test of the first full sized SC have been met.  Challenging milestones have been set for the commencement of VPT production in order to ensure that delivery of these items does not delay the start of construction in 2000.  The design of the SC will be completed by the end of 1999 in readiness for the first ECAL Endcap Engineering Design Review (EE EDR) in April 2000.  The delivery of 120 endcap R&D crystals in 1999 is expected to be achieved.  However, the target of 1576 crystals delivered in 2000 is unlikely to be met.
3.7
Concerns

The planning for the EE project (Fig. 11) is dependent on the profile for EE crystal delivery.  Present estimates assume a three year period of flat crystal delivery, at 3272 crystals per annum through to 2003, and a significant increase to 4888 in the last year, 2004 (Table 4).  This would require an unrealistic rate of activity in 2004, particularly in crystal delivery and rate of construction, in order to complete the fourth Dee within time.  If a higher throughput of crystals can be achieved (the yield in China is assumed to be 50% whereas in Russia yields of >75% are already achieved), then the four Dees can be built at a more appropriate rate without the bottleneck in 2004.  Until this is demonstrated the planning profile is a cause of concern.

Staff shortages both at Bristol and RAL led to a delay in progress on the GCT design in the first half of 1999, although these have now been resolved.  Work on data link technologies was particularly affected, and the decision on which links to use may well have delayed the production of a full-scale prototype board.  These difficulties have now been overcome.  If current efforts to simplify the design, by reducing the number of different board types in the system, prove unsuccessful, then additional design effort may be required to deliver the GCT in good time.

4
PHYSICS STUDIES AND COMPUTING

4.1
Detector Simulation

The UK groups have continued simulation studies of the Endcap.  A PPARC funded student was responsible for the detailed representation of the detector in the main CMS simulation package CMSIM, and has implemented many improvements during the year.  Energy containment of showers in the overlap region between the endcap and the barrel calorimeters has been studied by investigating the response of the detector to single photons, using the CMSIM detector simulation; the results are shown in Fig. 12.  Recently this work has been extended to include the reconstruction of the energy of charged and neutral pions and hadronic jets.  Many aspects of the ECAL Endcap design have been evaluated using a stand-alone GEANT simulation developed by UK physicists: various options for the crystal, the supercrystal spacing, the material of the alveolar container, and the quasi­pointing geometry have been assessed for their effect on the energy resolution of the combined preshower and crystal Endcap detector.  A ray-tracing simulation, developed in the UK, has been vital in predicting the critical parameters affecting light-collection uniformity from the crystals.  Modelling of APD devices has continued, with a PPARC­funded student making significant advances in the technique.  Using a sophisticated model for impact ionisation in the avalanche region, plus a Shockley­Read­Hall occupancy function for acceptors filled during neutron irradiation, a good simulation of the effects of neutron irradiation damage on an EG&G reverse reachthrough APD (type C30626E) has been achieved and confirmed by recent measurements using the ISIS facility.

4.2
Physics Studies

The UK is playing an increasingly significant role within the Collaboration in evaluating the reach of the CMS detector several important physics channels. PPARC funded students have made substantial contributions to this, and a number of recent thesis topics have included physics simulation work.

A study of the CMS detector capability for precision measurement of the CP­conserving di­boson couplings has been completed by a UK physicist and a PPARC funded student.  This study used a special next­to­leading­logarithm generator which was interfaced via PYTHIA to the fast CMS Monte Carlo CMSJET.  Background channels such as radiative W decay, W+jet, and b
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( were evaluated.  For an integrated luminosity of 100 fb­1, the 95% confidence limits on possible anomalous couplings were determined to be: ­0.10 < (( < 0.10, ­0.0009 < ( < 0.0009 for a form factor scale of  = 2 TeV.  Fig. 13 shows the confidence limit contours in the ((-( plane from this analysis.  These limits are at least an order of magnitude better than the results expected from the next run of the Tevatron experiments at Fermilab. Resulting from this a UK physicist was invited to be a convenor, representing the CMS collaboration, of the Electroweak working group of the Standard Model Workshop at the LHC which is taking place at CERN during 1999.  Another PPARC funded student has studied the production of single, isolated high­pT photons in CMS.  This process is expected to give information on the gluon distribution in the proton, as well as providing calibration data for the ECAL.  Prospects for discovering a heavy Z with mass up to 4 TeV have been evaluated using the CMSJET Monte Carlo.  Above this energy the predicted number of events becomes too low for statistical significance.  The asymmetry in the e+e- decay channel can usefully be measured up to about 2 TeV.  There is essentially no background in this channel. Since the completion of the TDR, UK physicists have continued to refine the photon and electron reconstruction algorithms and have started work on low­pT electron reconstruction.

CMS has set up a project for Physics Reconstruction and Selection (PRS) with an immediate goal of understanding the higher level triggers and the longer term one of providing the basis for physics analysis.  The work will be carried out in four groups namely those studying electrons/photons, jets and missing transverse energy, muons and finally b’s and tau’s.  The immediate task is to provide a first proof of principle that a rejection factor of about 10 is achievable with only a partial (about 25%) readout of the CMS detector.  A person from the UK has been chosen to convene the electrons/photons group.

4.3
Computing

Currently the UK groups are beginning to plan for the major computing needs of the next few years, primarily simulation.  In collaboration with the UK institutes on ATLAS, LHC-B and ALICE a JIF bid for a simulation facility is being prepared.  The aim is to provide a farm of 75 machines with 28 TB of data storage in 2001 growing to nearly 150 machines and 526 TB at LHC start.  Currently all the initial (FORTRAN) based CMS simulation code has been installed at RAL, and there is an ongoing migration to object-oriented code.  CMS UK plans to transfer a data volume of approximately 200 TB annually from CERN.  This will be exclusively in the form of processed events and will enable physics analyses to be undertaken locally and promptly.  However, of obvious concern is the present absence of an agreed plan for funding CMS-UK computing at the required level during the exploitation phase of the experiment.

5
SUMMARY
After several years of very successful R&D, the CMS detector is moving into the construction phase.  UK physicists have been very influential in defining the design of the tracker readout, the electromagnetic calorimetry and the calorimeter trigger, and now have responsibility for delivering key components of these systems.  Although some concerns remain, the UK projects, and CMS as a whole, are currently on course for successful completion and the collaboration is looking forward to first LHC physics in 2005.
TABLE 1 – CMS LEVEL 1 MILESTONES AND LEVEL 2 MILESTONES TO DECEMBER 2000

CMS PROJECT – LEVEL 1 MILESTONES

Surface Hall (SX5) ready

1/00

Submit Trigger TDR

11/00

End Assembly of Barrel Yoke

6/01

End Assembly of Endcap Yoke

1/02

End Assembly of HE (on YE) in SX5

5/02

End Assembly of HB in SX5

7/02

Underground Hall (UX5) Ready

1/03

End Assembly of Coil

2/03

Slide Coil into Vac-tank

4/03

End Trial Insertion of HB in Vac Tank

7/03

End Trial Mounting of EB Sup Mod on HB

8/03

Start Cool-down of Coil

8/03

Close Yoke, and Start Magnet Test in SX5

9/03

Start Lowering Magnet Parts into UX5

1/04

End Installation and Test of HB in UX5

5/04

End Installation and Test of HE in UX5

7/04

End Installation & Test of EB in UX5

10/04

Transport Tracker to SX5

12/04

End Installation of MB in Yoke in UX5

3/05

End Installation of ME in YE in UX5

3/05

End Installation, Test of EE & SE UX5

5/05

End Installation & Test of Tracker in UX5

6/05

End Installation and Test of HF in UX5

6/05


SUBSYSTEM LEVEL 2 MILESTONES

MAGNET

Extrude 150 m of 36 strand Insert

11/98

Engineering Design Review

12/98

Place order for Welding Line

03/99

Award contract for winding

10/99

End of Engineering Phase

11/99

Major contracts for conductor placed

11/99

Delivery of 1 km conductor demonstration

07/00

End of construction of winding line

08/00

TRACKER

SI: Final Sensor Design

11/99

Mechanics: cylinder + disk

11/99

End Test of MSGCs in PSI Beam

11/99

Full-scale Prototypes of Brl & Edcp Mech

11/99

Tender for F/E Electronics & Optical Links

11/99

Decision on technologies and layout

12/99

Final Electronics Pre-Production Review

01/00

Engineering Design Review of Sensors

02/00

Define construction milestones up to 2005

03/00

System Test in an LHC-like Beam

05/00

Begin sensor module construction

10/00


ECAL

Choice of APD

06/98

Multiple 28-fold Crystal Furnace in China

12/98

1000 Russian Crystals produced and tested

06/99

Barrel Engineering Design Review

07/99

500 Electronics Channels Test

12/99

Module-0 (400 channels) Prototype

12/99

1000 Chinese Crystals produced and tested

03/00

Edcp SC Engineering Design Review
04/00

Supermodule 1 completed

06/00

SE Pre-production 50/100 Si Detectors

07/00

Edcp Mech Engineering Design Review

10/00

SE Engineering Design Review
10/00

HCAL

HB:
PPP1 absorber delivered to CERN

10/98

HE:
PPP1 absorber delivered to CERN

10/98

HB:
Engineering Design Review
11/98

HB:
PPP2 absorber delivered to CERN

04/99

HO Engineering Design Review

06/99

HF-PPP absorber delivered to CERN

07/99

HE Engineering Design Review

09/99

HB & HE:
End Beam Test of PPP

10/99

HB EDR_3 (Tooling & Follow-up)
10/99

HF Engineering Design Review

10/00

HB-1 absorber delivered to CERN

11/00

MUON SYSTEM
End Beam Tests of Full-size ME1/1 Proto.

10/98

DT Engineering Design Review

11/98

CSC Engineering Design Review

12/98

Electronics – FE final prototyping sub.
12/98

End Irradiation Tests

03/99

Begin Mass Production of CSC panels 

04/99

Produce Full-size Barrel RPC Prototype

05/99

1st  DT Assembly Line Set up in CIEMAT

06/99

RPC Engineering Design Review

06/99

Alignment Prototype Test report

06/99

Follow-up MB EDR, Plan for DTs & RPC

07/99

ME1/1 Engineering Design Review

07/99

Produce Full-size Endcap RPC

07/99

Electronics – FE Boards final proto. sub.

07/99

Begin Mass Prod. of Brl RPC bakelite

08/99

Begin Assembly of CSCs at FNAL

10/99

Minimal Barrel Alignment Test (6 cameras)

10/99

Pre-production of CSC ASICs ready

11/99

Set up 1st DT Assembly line at Aachen

12/99

Fix Endcap RPC Design Parameters

12/99

Alignment Electronics Prototype

12/99

Begin full-scale Alignment test

12/99

Begin DT mass production

01/00

Begin Mass Product of Edcp RPC Bakelite 

01/00

Pre-series Edcp RPC produced

06/00

Alignment EDR

06/00

Begin Mass Prod of CSC Electr Boards

08/00

Begin mounting CSC electr & test at UCLA/UF
09/00

Electronics System Review

12/00


SOFTWARE AND COMPUTING

Use of ODBMS for testbeam

12/97

End of FORTRAN development

06/98

Data organisation/access strategy

12/98

Filling ODBMS at 100MB/s

06/99

Prototype – GEANT4 simulation of CMS

12/99

Prototype – Reconstr/analysis framework

12/99

Prototype – Detector reconstruction

12/99

Proto. – Evt store/retrieve from ODBMS

12/99

Reg Cent – Identify initial candidates

06/00

Prototype – Physics object reconstruction

06/00

Prototype – User analysis environment

06/00

Simulation of data access patterns

12/00

Integration of ODBMS and MSS

12/00

TRIGGER

Complete Initial Muon, Calorimeter and Global (M/C/G) Trigger Design
11/98

Complete Phase 1 Prototype Design

11/99

Technical Design Report – First Draft

05/00

Technical Design Report

11/00

DAQ
Readout Unit prototype 2 designed

05/99

Event Builder Prototype 1 complete

05/99

Readout Unit prototype 2 complete

11/99

Filter Unit Prototype 1

11/99

Vertical DAQ chain prototype

11/99

High Level Trigger prototype 1

11/99

Technologies choice preparation

05/00

Full DAQ prototype tests

11/00

TABLE 2:
TRACKER ELECTRONICS MILESTONES

These milestones for the pre-construction period were provided to the LHCC May 1998.

Milestone
Date
Comments

Deliver front end chips for prototype
Feb 1999
Orders for sufficient numbers of front end chips to allow the prototype construction to take place will be placed in the second half of 1998. Following delivery of the wafers towards the end of 1998, testing will take place so that Known Good Die can be provided to silicon and MSGC detector module assembly teams.

Intermediate system review
Jul 1999
An internal review of the system will be carried out by the electronics team to prepare design choices and specification freezing which will take place at the last possible moment before production starts (beginning of 2000).

Irradiation studies of each technology
Jul 1999
To enable the final decision as to which technologies will be used for production, at this time there should be sufficient results on all the major components and processes. The preceding review should identify any missing information so the final pre-production review (milestone 5) can be completed without hindrance.

Tendering: FE electronics, optical links
Nov 1999
Discussions with manufacturers regarding production volumes and prices have been under way for a long time. In addition Frame Contract preparations are taking place now with most of the ASIC producers to define the formal framework for the large contracts which will be necessary. However, it will be necessary before production to carry out a formal tender to define prices and terms contractually.

Final pre-production review
Jan 2000
A major review of the entire system, specifications and components will take place, probably involving individuals from outside the subsystem and possibly CMS.  This will freeze specifications for almost all components of the system and satisfy the reviewers that designs and tenders are in place so that production ordering can begin once this is approved for the Tracker as a whole.

TABLE 3:
ECAL ENDCAP AND GCT MILESTONES

Milestone
Date
Comments

Complete initial GCT design
Nov 1998
Achieved.  The initial design was presented at the Trigger Internal Review in November 1998.

Delivery of first 30 full sized EE crystals
Dec 1998
Achieved

Delivery of prototype 1” VPTs
Mar 1999
Achieved

Delivery of 10 5x5 alveolar units
Mar 1999
Achieved

First full sized SC
Mar 1999
Achieved, May 1999

Beam test of full sized SC
Jun 1999
Achieved

Launch VPT tender
Sep 1999
The tender action will commence with the drawing up of a detailed specification document for approval by the CMS ECAL Technical board.  The tender proposal will then be presented to the CMS ECAL Finance board, and the tender launched following its approval.

Launch VPT contract
Nov 1999
The VPT contract will be launched after approval by the ECAL Technical and Finance boards.  Nov 99 is the earliest date expected for this procedure.

Delivery of 120 EE crystals
Dec 1999


Conclusion of SC design
Dec 1999


EE Engineering design review for SCs
Apr 2000


EE Engineering design review for Dee
Oct 2000


1576 EE crystals at CERN
Dec 2000
At the request of the ECAL Technical 
Co-ordinator, and as a consequence of his negotiation of the contract for the barrel crystals from Russia, the number of endcap-size crystals produced during 2000 will have to be reduced, to avoid conflict with the steep ramp-up to full production rate of barrel crystals.

A contract for a significant number of endcap crystals is nevertheless in preparation.  The technical specification for this initial contract will be the same as for the barrel (apart from the crystal size), and will be for endcap crystals on the outer ring of the endcap where the radiation levels are similar to those of the barrel.

Commence Regional Centre production
Apr 2000


Commence first Dee at CERN
Dec 2000


Complete first Dee
Oct 2002


GCT technical design documentation complete
May 2000


TABLE 4  -  PLANNED RATE OF CRYSTAL DELIVERY

Crystals delivery for barrel : 6 months before calibration (March).  All crystals delivered in 2003.  Crystals delivery for endcaps : regular from mid-2000.


Nb Units
Nb Crystals
1998
1999
2000
2001
2002
2003
2004
Total

Russian Production




400

2 600

8 000

8 400

8 500

8 600

2 200

38 700

Chinese Production




1 000

6 000

9 000

11 000

12 000

2 700

41 700


TOTAL



400

3 600

14 000

17 400

19 500

20 600

4 900

80 400

Prototype Module


400

400









SM1

1

1 773


1 773






1 773

SM calib. in 2001

10

17 730


1 827

12 424

3 479




17 730

Dee1

1

4 040



1 576

2 464




4 040

SM calib. in 2002

8

14 184




10 689

3 495



14 184

Dee2

1

4 040




768

3 232

40


4 040

SM calib. in 2003

9

15 957





12 773

3 184


15 957

SM calib. in 2004

8

14 184






14 184


14 184

Dee3

1

4 040






3 192

848

4 040

Dee4

1

4 040







4 040

4 040


TOTAL SM

36



3 600

12 424

14 168

16 268

17 368


63 828


TOTAL DEE

4




1 576

3 232

3 232

3 232

4 888

16 160


TOTAL

40


400

3 600

14 000

17 400

19 500

20 600

4 888

79 988

1 773
Crystals per supermodule

4 040
Crystals per Dee
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Direct Photon Production at LHC

E. C. Reid

IoP Conference on Particle Physics, Manchester, April 1998.

Calorimetry

T. S. Virdee

NATO Summer School on Techniques and Concepts of High Energy Physics, June 1998.

Radiation Effects in Commercial Off-The-Shelf Single-Mode Optical Fibres
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Spokesmen:  F. Lemeilleur, G. Lindstrom, S. Watts
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S. Shaukat

Brunel University Ph.D. Thesis, 1997.
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D. J. Graham

ICSTM PhD Thesis, 1997.

The Electromagnetic Calorimeter for CMS and a Study of the WW(  Vertex

C. K. Mackay

Brunel University Ph.D Thesis, 1998.

Studies of the Electromagnetic Calorimeter and Direct Photon Production at the CMS Detector

E. C. Reid

Bristol University Ph.D. Thesis, 1999.

Radiation-Hard Optoelectronic Data Transfer for the CMS Tracker

J. Troska

ICSTM Ph.D Thesis, 1999.

Analogue Readout and Signal Processing for Microstrip Gas Chambers of the Compact Muon Solenoid at LHC

F. G. Sciacca

ICSTM Ph.D Thesis, 1999.

APPENDIX E:  UK POSITIONS OF RESPONSIBILITY WITHIN CMS
Primarily Ad Hominem

T. S. Virdee
Deputy Spokesperson

Member of CMS Management Board and Steering Committee

Member of CMS Finance Board

Member of CMS Collaboration Board



R. M. Brown
Chairperson of CMS Collaboration Board

Member of CMS Management Board and Steering Committee

UK Member of CMS Finance Board

Member of CMS Conference Committee



G. Hall
Spokesperson Advisor, Electronics

Member of CMS Management Board

Electronics Co-ordinator, Tracker Project

Member of Tracker Steering Committee



D. J. A. Cockerill
Co-ordinator, ECAL Endcap Project

Member of ECAL Technical Board



J. F. Connolly
Project Engineer, ECAL Endcap Project



C. Seez
Co-ordinator, ECAL Simulation and Software

Covener, Electron-Photon Group

Co-ordinator, ECAL Test Beam



W. J. Haynes
Co-ordinator, Data Acquisition Readout Units

Member of Trigger and Data Acquisition Technical Board



G. P. Heath
Co-ordinator, Global Calorimeter Trigger









Ex Officio




G. P. Heath
Bristol Member of CMS Collaboration Board



S. J. Watts
Brunel Member of CMS Collaboration Board



G. Hall
ICSTM Member of CMS Collaboration Board



R. M. Brown
RAL Member of CMS Collaboration Board

APPENDIX F:  UK MEMBERS OF CMS AS OF 01-OCT-99

Also given is current fraction of research time spent on CMS

Bristol
J. J. Brooke
100%

D. G. Cussans
80%

N. Dyce
40%

R. D. Head
80%

G. P. Heath
80%

H. F. Heath
90%

S. J. Nash
100%

D. M. Newbold
100%

A. D. Presland
100%

M. G. Probert
100%

V. J. Smith
50%

R. J. Tapper
50%

Brunel
B. Camanzi
100%

P. Cooke
30%

C. Da’Via
100%

P. R. Hobson
100%

D. C. Imrie
100%

A. McKemey
0%
(At SLAC until 09/2000)

M. Osborne
100%

C. Selby
60%

O. Sharif
100%

S. J. Watts
100%

ICSTM
M. Apollonio
100%

G. Barber
60%

J. Batten
90%

R. Beuselinck
40%

P. Brambilla
20%

D. Britton
100%

W. J. Cameron
50%

D. E. Clark
40%

I. W. Clarke
50%

E. Corrin
100%

J. R. Fulcher
100%

D. Gentry
50%

G. Hall
80%

J. M. Hays
100%

G. M. Iles
10%

V. Kasey
50%

B. MacEvoy
80%

N. Marinelli
90%

E. M. McLeod
100%

New Engineer
30%

E. Noah
100%

D. M. Raymond
90%

J. Reilly
90%

A Santocchia
75%

C. Seez
100%

L. Toudup
50%

T. S. Virdee
100%

P. Walsham
100%

RAL

S. A. Baird
30%

J. E. Bateman
35%

K. W. Bell
60%

R. M. Brown
70%

D. J. A. Cockerill
100%

J. F. Connolly
100%

J. A. Coughlan
75%

L. G. Denton
100%

P. S. Flower
100%

M. J. French
40%

R. N. J. Halsall
30%

J. R. C. Hartley
100%

W. J. Haynes
50%

F. R. Jacob
40%

P. W. Jeffreys
100%

L. L. Jones
95%

B. W. Kennedy
70%

A. L. Lintern
85%

A. B. Lodge
70%

A. J. Maddox
100%

R. Millea
25%

Q. R. Morrisey
60%

G. N. Patrick
70%

B. J. Smith
100%

M. Sproston
70%

R. Stephenson
35%

I. R. Tomalin
100%

M. J. Torbet
90%

Footnote:
Also note that five computer scientists from the Centre for Complex Cooperative Systems of the University of the West of England, led by an ex-particle physicist, comprise a non-PPARC-supported “Associated Institute” of CMS, and collaborate in the design, implementation and testing of software for CMS.
APPENDIX G:  STAFF YEARS PER CATEGORY AND PER INSTITUTE FOR 
EACH PROJECT, FOR NEXT FOUR YEARS
Bristol
99/00
00/01
01/02
02/03


ECAL/Trigger






HEFCE Academics
1.4
1.6
1.6
1.6


RA Physicists
1.0
1.0
1.0
1.0


Physicist Programmers
0.4
0.5
0.5
0.5


Physicist Engineers
0.8
0.8
0.8
0.8


Technicians
1.8
1.8
1.8
1.8


Research Students
3.0
3.0
3.0
3.0

Brunel
99/00
00/01
01/02
02/03


Tracker/DAQ






HEFCE Academics

0.5

0.5

0.5

0.5


RA Physicist

1.0

1.0

1.0

1.0


Technicians

0.45

0.45

0.45

0.4


Research Students
0.0
1.0
2.0
3.0


ECAL/Trigger






HEFCE Academics

1.5*
  1.6*

1.6*

0.6


RA Physicists

1.0
1.0

1.0

1.0


Technicians

0.65
0.5

0.4

0.4


Research Students
1.0
2.0
3.0
3.0

Imperial College(
99/00
00/01
01/02
02/03


Tracker/DAQ






Academics
0.64
0.71
0.92
1.06


RA Physicists
3.80
3.50
3.40
3.40


Engineers/Technicians
3.15
3.65
4.15
4.15


Research Students
4.00
4.00
4.00
4.00


ECAL/Trigger






Academics
1.70
1.80
1.80
1.84


RA Physicists
2.40
2.50
2.50
2.50


Engineers/Technicians
1.90
2.20
2.40
2.20


Research Students
2.00
2.00
2.00
2.00

*
Includes Emeritus Professor D C Imrie

(
No assumptions are made about future recruitment of EU, PPARC Fellows etc.  The separation 
between ECAL and Tracker is based on reasonable assumptions but cannot be absolutely defined since there is overlap, especially in physics studies and computing and technical back-up.

RAL-PPD
99/00
00/01
01/02
02/03


Tracker/DAQ






Academics
0.1
0.1
0.1
0.1


Research Associates
0.0
0.0
0.0
1.0


Support Physicists/Programmers
1.3
1.3
1.5
1.7


Engineers
0.0
0.0
0.0
0.0


Technicians
0.0
0.0
0.0
0.0


ECAL/Trigger






Academics
1.6
1.7
1.8
1.9


Research Associates
0.0
0.0
1.0
1.0


Support Physicists/Programmers
1.7
1.7
2.0
2.2


Engineers
0.4
0.0
0.0
0.0


Technicians
3.4
3.4
3.4
3.7

RAL-ED and RAL-ID
99/00
00/01
01/02
02/03


Tracker/DAQ






Engineers & Technicians
7.1
4.0
4.0
3.7


ECAL/Trigger






Engineers & Technicians
4.3
4.8
4.5
4.5
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