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1
THE ROLE OF THE UK IN CMS TC  "1
THE ROLE OF THE UK IN CMS" \l 1 
1.1
Summary of Request TC  "1.1
Summary of Request" \l 2 
The UK groups constitute approximately 9% of the CERN member state component of the CMS collaboration (the member states form about 45% of the whole collaboration).  We propose to take a central role in the design and construction of the PbWO4 electromagnetic calorimeter, the global calorimeter trigger and the central tracking readout system.  To do this we request a capital sum of £6.7M and 212 Staff Years of technical effort from RAL over the ten year build period from 1995 to 2004.  In addition we request a contribution to the Common Fund, the UK share of which is estimated to be £2.5M, for the purchase of the superconducting 4 Tesla solenoid and necessary infrastructure.  The total capital cost of the CMS detector is 470MSF of which the electromagnetic calorimeter, tracker and magnet cost 79.7, 89.5 and 120.8 MSF respectively.

1.2
Positions of responsibility TC  "1.2
Positions of responsibility" \l 2 
The UK has been successful in establishing itself in an influential role in CMS.  T Virdee is deputy spokesperson for CMS with special responsibility for the overview of calorimetry.  R M Brown is chairman of the CMS collaboration board.  G Hall is overall CMS electronics coordinator as well as coordinator for the tracking system and W J Haynes is responsible for co-ordinating the overall CMS readout and associated software into the DAQ system.  D J A Cockerill is coordinator for the ECAL Engineering and Design.  C Seez is coordinator for ECAL Test Beam studies and interim coordinator for ECAL Simulation. P R Hobson is coordinator for ECAL Radiation Studies.

2
INTRODUCTION TC  "2
INTRODUCTION" \l 1 
Proton collisions at the LHC will open a window on parton-parton interactions in the TeV energy range, where very general theoretical considerations predict that new phenomena must be observed.  Various scenarios have been proposed in which there are one or more Higgs bosons, a spectrum of supersymmetric (SUSY) particles, or observable effects arising from strong interactions between pairs of intermediate vector bosons.

CMS is a general purpose experiment designed to exploit fully the extensive range of new physics which will be made accessible by LHC.  The detector will identify and precisely measure muons, electrons and photons over a wide momentum range, at both low and high luminosity, enabling particle searches (Higgs bosons, heavy gauge bosons, SUSY particles), electroweak studies (triple boson couplings), heavy flavour physics, (top quark decays, CP violation in the B sector) and heavy ion physics to be carried out.

Motivated by a desire to address particular aspects of the LHC physics programme, the UK groups in CMS have chosen to focus their attention on the precision electromagnetic calorimeter (ECAL) and Central Tracker projects.  These sub-systems will be of crucial importance for the detection of the Higgs boson, the search for SUSY particles and the study of CP violation.

UK physicists have emphasized the importance of a high quality electromagnetic calorimeter since the inception of CMS and have driven the ECAL effort by defining the performance objectives through simulations of the physics[1,2,3,4], by leading the engineering design, and by developing the basic detector technology.  This work has led to the selection of lead tungstate as the base-line choice for CMS.  The Bristol group has added a new dimension to the earlier work of Brunel, ICSTM and RAL, by extending the UK interest through to the trigger, thus strengthening the existing link between the hardware development and the physics.

The system for the electronic readout of the CMS tracker was proposed and defined by UK physicists[5,6,7,8,9], based on their work on the front-end analogue chips within the framework of RD20 and on their contribution to the RD23 pioneering effort on analogue optical links.  Furthermore, the RD20 silicon detector radiation damage studies have underpinned the use of this technology in CMS.  Significant work has been carried out on tracker simulations, in particular to optimise the detector for B physics.

The rest of this document is organised as follows.  In section 3 a brief overview of the CMS detector is presented.  Section 4 describes the ECAL in more detail and sets out the proposed contribution of UK groups to the project.  Section 5 describes the UK contribution to the Calorimeter Trigger.  Section 6 describes the Central Tracker and the planned UK involvement in the readout of this system.  Section 7 discusses the computing scenario for CMS and section 8 the requested funding and manpower levels for the ten years 1995/1996 through to 2004/2005.

The profiles of the funding request and RAL staff requirements are tabulated in Appendix A.  The University manpower is tabulated in Appendix B.  The institutional responsibilities and opportunities for British Industry are outlined in Appendices C and D respectively.

3
OVERVIEW OF THE CMS DETECTOR TC  "3
OVERVIEW OF THE CMS DETECTOR" \l 1 
3.1
Physics objectives and general design considerations TC  "3.1
Physics objectives and general design considerations" \l 2 
Here we mention briefly a few topics which serve to illustrate the considerations leading to the present CMS design.  We elaborate further on the areas which are of particular interest to UK physicists in the sections describing the electromagnetic calorimeter (ECAL) and Central Tracker projects below.  A detailed discussion of the full range of physics questions to be addressed at LHC is given in chapters 11 and 12 of the Technical Proposal[0].

Higgs search - A primary requirement for the detector is the capability to discover a Standard Model (SM) Higgs boson with a mass anywhere in the range from 85 GeV to 1 TeV.  Covering the interval below 135 GeV requires sensitivity to the H   channel[1,4,10,11,12] and this places strong demands on the ECAL and tracker performance.  The four lepton decay mode should complement the  channel and extend the mass sensitivity up to 700 GeV[13,14,15].  Ability to tag events produced by WW and ZZ fusion by detecting the characteristic forward jets should allow the use of Higgs decay modes with larger branching ratios (H  WW  ljj, and H  ZZ  lljj)[16,17,18], in order to extend the discovery range for a SM Higgs boson up to 1 TeV.

The two photon and four lepton channels are also crucial for the discovery of a Higgs boson in the Minimal Supersymmetric Standard Model (MSSM), which requires detection of a narrow intermediate mass Higgs boson. Excellent detector resolution and good acceptance are needed.  The light neutral scalar Higgs boson of the MSSM can be discovered via its two photon decay, over much of the (mA, tan‑plane not covered by LEP II (
 EMBED Word.Picture.8  

 = 190 GeV).  With a top quark mass of 174 GeV the four lepton channel covers much of this region as well.  There is also a significant region at lower values of tan where the heavier neutral scalar could be discovered in the four lepton channel.  Various channels involving the  (h0, H0, A0  , H±  ) help to cover much of the remaining parameter space.  Precise impact parameter measurements play an important role here.

B Sector - The copious production of B mesons at LHC opens the way for very precise measurements of CP violation in the B system during the initial period of low luminosity running.  The aim is to measure two of the angles in the unitarity triangle,  and , with precisions of approximately  (sin 2) = ± 0.05 and (sin2) = ± 0.06, using the 

  J/ 

 and 
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 channels[19,20,21].  Furthermore, by observing the time development of 
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 oscillations, it should be possible to measure the mixing parameter xs for values up to 20 - 25.

These studies will require good performance from the tracker, particularly in its ability to measure low momentum tracks and reconstruct K0 decays.

Heavy ions - In addition to running as a proton-proton collider, LHC will be used to collide heavy ions at a centre of mass energy of 5.5 TeV per nucleon pair.  At the resulting high energy densities (4‑8 GeV/fm3) a new form of deconfined hadronic matter, the quark gluon plasma (QGP) should be formed. One of the cleanest signatures of QGP formation will be the observation of a strong suppression of Y' and Y" production relative to Y production in heavy ion collisions, when compared to that in pp collisions[22].  The CMS detector should therefore be able to detect low momentum muons  and reconstruct the Y, Y' and Y" mesons produced, enabling the measurement of this suppression.  For a systematic study of these effects it is important that the same experimental facility is used to compare heavy ion and pp collisions.

In order to meet these physics objectives and to address other important topics such as the search for SUSY particles, CMS must be capable of identifying and precisely measuring muons, photons and electrons, both at low luminosity and under the challenging conditions of high luminosity running.  The goal of CMS is therefore to measure these particles with an energy resolution of about 1% over a large energy range.  To achieve this the main design objectives have been defined as follows:

(i)
a very good and redundant muon detection system.  This has led to the choice of a high-field  superconducting solenoid (4 T) and accordingly a compact design for the muon spectrometer, hence the name Compact Muon Solenoid (CMS),

(ii)
the best possible electromagnetic calorimeter consistent with (i),

(iii)
a high quality central tracking system, able to reconstruct all high pt muons and isolated electrons at  high luminosities, to achieve (i) and (ii),

(iv)
an affordable detector.

A brief technical description of the CMS detector is given below.  For completeness the areas with UK involvement are included here, although they are described in more detail in subsequent sections of this document.  More information can be found in the Technical Proposal.  Figs. 3.1 and 3.2 show a 3‑dimensional and a longitudinal view of CMS. The detector has an overall length of 20 m, a diameter of 14 m and weighs 12 000 tons.

3.2
The magnet TC  "3.2
The magnet" \l 2 
In order to achieve a good muon momentum resolution within a compact spectrometer, avoiding excessively stringent demands on muon chamber resolution and alignment, a high magnetic field is required. CMS has chosen a long solenoid (L = 13m) with an inner radius of 2.9 m and a uniform magnetic field of 4 T.  The magnetic flux is returned through a 1.8 m thick saturated iron yoke (1.8 T) instrumented with muon chambers.  This design has the following benefits.

•
With the solenoidal geometry, the small dimensions of the beams determine the position of the interaction vertex with a precision of better than 20 m, in the plane of bend of the muon track.  Combined with the high field, this leads to a very good momentum resolution and facilitates triggering.

•
A single magnet can provide the necessary bending power for precise momentum measurements within the inner tracking volume and for muon tracking.

•
The favourable aspect ratio of this solenoid allows efficient muon detection and measurement up to rapidities of 2.5, making forward toroids unnecessary.

•
A very good muon momentum resolution is achieved using the muon system only ("stand alone") especially at high transverse momenta.  This is accomplished in the barrel region by measuring the direction of the muon track vector with respect to the radius vector immediately after the coil. 

•
It makes possible a powerful muon trigger with sharp thresholds.

•
A large fraction of the soft charged tracks from minimum bias events are curled and hence do not reach the outer regions of the inner tracker.  This eases the task of pattern recognition and reconstruction at high luminosities.

•
The calorimetry can be installed inside the coil avoiding the interference and performance degradation which results when the coil is placed in front of the electromagnetic calorimeter. This is essential in order to exploit the full power of a high resolution electromagnetic calorimeter.

•
The pileup energy from charged particles, falling within the region of the ECAL occupied by a typical e/ shower, is considerably reduced.

3.3
The muon system TC  "3.3
The muon system" \l 2 
Three almost independent measurements of the momenta of centrally produced muons are made: inside the Central Tracker, immediately after the coil, and in the iron return yoke.  The two measurements outside the coil are guaranteed, even at high luminosity.  In the barrel region there are four identical muon stations inserted in the return yoke.  Each muon station consists of twelve planes of aluminium drift tubes designed to give a muon vector in space, with 100 m precision in position


and better than 1 mrad in direction.  The four muon stations also include triggering planes (RPCs) that identify the bunch crossing and enable a cut on the muon transverse momentum at the first trigger level.  Special care has been taken to avoid cracks which point towards the interaction vertex, and to maximize the acceptance.  The endcap muon system also consists of four muon stations. Each station consists of six planes of Cathode Strip Chambers.  The last muon stations are after a total of 20 of absorber and can only be reached by muons.  The four muon stations lead to a redundant and and robust muon system.

The integrated bending power is 15 T.m at =0 and ≈ 6T.m at =2.4. The large bending power is the key to very good momentum resolution even in the "stand alone" mode, and even at high transverse momenta.  The combined muon momentum resolution (using the inner tracker as well as the muon chambers)  is better than 3% at 0.4 TeV in the central rapidity region || < 2.5, degrading to 5% at 2 TeV. Low momentum (p < 100 GeV) muons are measured before the absorber with a precision of about 1% in the central region.

3.4
The Central Tracking system TC  "3.4
The Central Tracking system" \l 2 
The central tracking system is shown schematically in figure 6.1.  Its primary design goal is to reconstruct all high pt muons and isolated electrons produced in the central rapidity region, with a momentum precision of ∆p/p ≈ 0.15pt (pt in TeV).  The good momentum precision is a direct consequence of the high magnetic field.  The tracking volume is cylindrical with a length of 7 m and a diameter of 2.6 m.  In order to deal with high track multiplicities, detectors with small cell sizes are required.  Near to the interaction vertex there are several layers of silicon pixel detectors to provide space point measurements and improve secondary vertex detection.  There are two concentric cylindrical layers at small radii (7.7 cm and 11.7 cm) and three annular discs in the forward region.  The pixel size is 125 x 125 µm2.  These detectors will ensure efficient b and  tagging, even at high luminosity.  At larger distances from the interaction region there are silicon microstrip and gas microstrip detectors with strip-lengths/pitch of 12.5 cm/50 m and (12.5 or 25) cm/200 m respectively.  There are approximately 14 million microstrip channels in total.  An average of about 12 hits are recorded for stiff tracks in the barrel region and about 16 hits in the forward direction.  Half of the microstrip detectors are equipped with stereo strips at an angle of 100 mrad, to provide orthogonal coordinate information.  Detailed simulation studies have shown that good pattern recognition and track finding efficiencies are obtained for high pt tracks, both when isolated and in jets, provided at least 10‑12 points per track are recorded.

The volume occupied by the silicon pixels and microstrips will be maintained at 0°C in order to miminise the effects of radiation damage.

In designing the tracking system, high priority has been given to keeping the amount of material contained in the detectors, beam pipe, cables, services, supports, electronics, etc. as low as possible  to minimise the number of secondary interactions and photon conversions.  In the central region, the amount of material up to the last measured point (the relevant quantity  for photon conversions) is 30% of a radiation length (X0)[23].

3.5
The calorimeters TC  "3.5
The calorimeters" \l 2 
The coil has a radius sufficiently large for it to accommodate almost all the calorimetry inside and hence avoid degradation of the ECAL and HCAL performance.

ECAL - Lead tungstate (PbWO4) crystals have been chosen as the active medium for this device.  In view of the excellent performance capability of this homogeneous calorimeter it is particularly important to locate it in front of the coil in order to realise its full potential.  Lead tungstate has a small Molière radius (2.0 cm) and short radiation length (0.89 cm) leading to a compact design.

The layout of the calorimeter is shown in figure 4.8.  It is divided into barrel (0 ≤ || ≤ 1.56) and endcap (1.65 ≤ || ≤ 2.61) sections.  The crystals have a length of 23 cm (25.8 X0), and in the barrel region the front faces are at a radius of 144 cm.  The total number of crystals is 110000 with a total crystal volume of 12 m3.  A preshower system instrumented with 2 mm pitch Si strip detectors will be used at high luminosities to measure the photon direction in the region || ≤ 1.1, and at all luminosities in the endcap to provide 0 rejection.  In the barrel region, the small Molière radius has allowed a fine lateral granularity to be chosen for the crystals in order to provide sufficient 0 rejection.

HCAL - This is used in conjunction with the ECAL to measure the energies and directions of particle jets and to provide hermetic coverage for measuring missing transverse energy.  It extends out to |  The hadron calorimeter is installed behind the ECAL and in front of the coil, (1.9 m < R < 2.95 m).  The total thickness of the ECAL plus HCAL is 7 at = 0 (10 at  ≥ 1).

The HCAL consists of copper absorber plates and scintillator tiles read out with embedded WLS fibres.  In the central rapidity region (||≤ 0.4), a tail catcher is installed after the coil to improve the containment of hadronic showers.  The design includes multiple longitudinal samplings to improve energy resolution and to identify (and possibly correct for) fluctuations in jet shower development.  

VFCAL - A calorimeter employing an exchangeable active medium has been chosen for the very forward region (2.6 ≤||≤ 4.7) in order to handle the very high radiation levels expected here.  The baseline design is a sampling calorimeter consisting of Fe plates sandwiching Parallel Plate Chambers (PPCs) and operating with CO2.  However, some critical issues still need to be resolved experimentally.  An alternative based on the detection of Cerenkov light in quartz fibres embedded in copper or iron absorber material is being considered.

3.6
Trigger and Data Acquisition TC  "3.6
Trigger and Data Acquisition" \l 2 
The trigger and data acquisition can be divided into four parts: the front-end detector electronics, the calorimeter and muon first level trigger processors, the readout network and an online event filter system.  The first two parts are synchronous and pipelined with a pipeline depth corresponding to ≈ 3s.  The latter two are asynchronous, and are based on industry standard data communication components and commercial processors.

CMS does not have a separate hardware second-level trigger stage relying instead on a high bandwidth (500 Gbit/s) readout network connected to a very high performance processor farm (106 to 107 MIPs).  The on-line event filter is based on commercial RISC farms.  The resources that would have been required for a hardware second level trigger processor are invested in a high bandwidth network and in the event filter processing power , both of which are more suitable for upgrading as commercially available technology develops.  However, a virtual second-level trigger, in which events can be rejected before the full-event data are transferred to the processors in the farm, can be implemented in such an architecture.  In this scheme, the processors in the farm will initially access the subset of the data required to make the second-level trigger decision.

4
THE ELECTROMAGNETIC CALORIMETER TC  "4
THE ELECTROMAGNETIC CALORIMETER" \l 1 
4.1
Introduction TC  "4.1
Introduction" \l 2 
The UK groups wish to undertake a significant role in the design and construction of the Barrel part of the ECAL.  The activities are outlined below together with the requests for resources and manpower from the UK.  These activities follow from substantial experience developed in previous large scale experiments.  This places the UK groups in an almost unique position within CMS to carry out such activities with authority and confidence.

We intend to participate in three main areas; the engineering and design of the Barrel section of the ECAL, the construction and commissioning of one quarter of the barrel ECAL, and the design, and provision of 50%, of the very front-end electronics.

The construction of the ECAL will be carried out by forming a regional centre in the UK, which will be one of four.  This is described later.  The other centres are likely to be CERN, Protvino and ENEA (Rome).  Each regional centre will produce fully tested ECAL modules which will then be calibrated in test beams at CERN, prior to installation at CMS.  The calibration and installation also will involve physicists and engineers from the UK.

4.2
Physics Motivation TC  "4.2
Physics Motivation" \l 2 
One of the primary areas of physics interest of the UK groups in CMS is the Higgs sector and it is this that has motivated our involvement in the ECAL project.

In the case of a Standard Model Higgs the ECAL will make a very important contribution to the search over most of the mass range accessible at LHC.  For masses in the range from 85 to 135 GeV, the H   mode provides the best signature[1,10,11,12].  This channel is very challenging experimentally and it has been used as the bench mark for designing the ECAL.  For higher Higgs masses up to 600 GeV the most promising search channel is H  ZZ*, ZZ*  
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[13,14,15].  Very good lepton energy measurement is vital here and the muon system, the Central Tracker and the ECAL all play important roles.

Arguably of greater interest theoretically is the Higgs sector within the framework of low energy supersymmetry.  The simplest example is the minimal supersymmetric Standard Model (MSSM) which has a set of Higgs bosons comprising one charged state (H±), two CP-even (h,H) states and one CP‑odd (A) neutral state.  The masses and couplings of these particles may be expressed in terms of two parameters, conventionally taken as mA and tan .  In most scenarios the decay channels of the MSSM neutral Higgs bosons are essentially the same as for the SM Higgs but the production rates are significantly modified by MSSM couplings.

At lowest order the mass of the light scalar Higgs is bounded by mh <mz.  When radiative corrections are included this mass bound is increased.  However, across a broad range of MSSM parameters, the upper limit (which is dependent on the top quark mass) is found to be 135 GeV for mh[24].  This is just the mass region where the  decay channel may offer the only possibility for discovery.  Thus the importance of the ECAL to Higgs searches is even greater when considered in the context of the MSSM.

UK physicists have led and been largely responsible for simulation studies of the H   channel[1,4,12].  It is as a result of this work that CMS has chosen a high resolution, high granularity crystal calorimeter as the base line design for the ECAL.

4.3
Design requirements TC  "4.3
Design requirements" \l 2 
The objective is to identify H   decays by isolating a narrow peak above the background in the  effective mass spectrum.  In the relevant mass range the natural width of the Higgs is small, thus the measured width and hence the significance of the signal is critically dependent on the measurement precision.

The mass resolution depends on the measurement of energy of the two photons (E1, E2) and the angle between them ():
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where ≈ denotes a quadratic sum.

The key features required in the calorimeter design may be summarised as follows:

(i)
excellent electromagnetic energy resolution,

(ii)
good measurement of photon directions,

(iii)
large acceptance,

(iv)
adequate 0 rejection.

Starting from these requirements, CMS has formulated specific objectives for the calorimeter performance[12], as enumerated in table 4.1.  In the barrel region the mean  energy is 50 GeV.  In order to achieve a good energy resolution all the terms contributing to the energy resolution must be kept small and, in an optimised design, their effects will all be comparable in magnitude.  The contributions to the  effective mass resolution for mH = 100 GeV, are shown in table 4.2 for low and high luminosity periods of running (see section 4.4).  In the rapidity interval 1.5 <||<2.0 the mean  energy is 140 GeV and the minimum is 80 GeV so larger stochastic and noise terms are acceptable in the end cap region.  These performance aims can be met with a homogeneous calorimeter based on lead tungstate crystals (see section 4.5).  Other parameters which have guided the ECAL design are listed in table 4.3.

Table 4.1
Performance of the PbWO4 electromagnetic calorimeter for CMS.



The energy resolution is parametrised as
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,

where a is the stochastic term, b the constant and N is the energy equivalent of noise.  The noise term has two sources, namely electronics noise and the pileup energy.



Acceptance
Barrel 0 ≤ || ≤ 1.56
Endcap 1.65 ≤ || ≤ 2.61

Stochastic term
≤ 2% (≤ 5%)*
≤ 5%*

Constant term
0.5%
0.5%

Noise term
≈ 150 MeV
≈ 250 MeV

Angular resolution using presampler
 ≤ 

 for || ≤ 1
not essential

0 rejection factor
≈ 3
≈ 3


*with presampler

Table 4.2
Contributions to the di-photon mass resolution for H  channel (mH = 100 GeV).
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E1 and E2 are the energies of the two photons in GeV and  is the angle between them in radians.
≈ denotes a quadratic sum.





Effect
Low Luminosity
L  = 1033 cm–2s–1

High Luminosity
L  = 1034 cm–2s–1


Stochastic term
2%
150
5%
400

Constant term
0.5%
350
0.5%
350

Energy equivalent of noise

200

200

Angular measurement
using tracks
200
40 mrad/
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 *
500

Energy pileup

–

200

TOTAL

475

775



   * angle measured in pseudorapidity range || ≤ 1.1.

Table 4.3

The parameters, requirements and their basis for the design of ECAL.



Parameter
Requirement/Value
Basis

| max|
Barrel rinner, router
Endcap zinner, zouter
2.6
142, 184 cm
317, 376 cm
H  , H  4l±, radiation damage

Loss in geometric acceptance 
(inside region || ≤ 2.6)
≤ 10%
≈ 4% due to crack at || = 1.55
< 5% for all other dead zones 

Transverse segmentation of crystals
Barrel (   = 0.0145  0.0145)
Endcap

No. of crystals:
barrel
endcaps

20.5  20.5 mm2
variable


92880
16128

0 rejection, angle measurement
27  29 to 18  20 mm2

Depth in X0 

≥ 25
shower rear leakage

Dynamic range
Barrel
Endcap

25 MeV/2.5 TeV
50 MeV/5.0 TeV

noise/high mass Z'  2e
noise/high mass Z'  2e

Quantisation error
≤ 0.1%
energy resolution

The performance of the Central Tracker is important for measuring the H   channels.  Good momentum resolution is required in order to calibrate the calorimeter with sufficient precision by comparing the calorimeter energy and tracker momentum of electrons from W and Z decays.  Efficient measurements of charged tracks are required for e/ discrimination and for establishing isolation criteria which play a critical role in reducing backgrounds.

4.4
ECAL Performance TC  "4.4
ECAL Performance" \l 2 
Simulation studies of the benchmark process H   have been performed for two luminosity regimes; L  1033 cm-2 s-1 and L  1034 cm-2 s-1.  At the lower luminosity, where the number of superimposed events is small, the longitudinal position of the Higgs production vertex can be localised using an algorithm[25] which takes advantage of the relative hardness of charged tracks associated with this event.  The determination of the directions of the photons is straightforward in this case.

The lateral dimensions of the crystals have been determined from the power of the crystal matrix to achieve 0 rejection and the necessary angular resolution for the determination of photon direction.  The fraction of 0 rejected as a function of 0 transverse momentum is shown in fig. 4.1 for three crystal sizes[2].  An increase in size to 25 mm on one of the crystal sides, from a nominal size of 21 x 21 mm2, would introduce a 15% worsening of rejection power at 50 GeV.

For events containing a pair of isolated , the rejection power is shown in fig. 4.2, as a function of the effective mass[2].  Here an increase of one lateral dimension from 21 to 25 mm decreases the rejection power by 30%. It is felt, at this stage, that such reductions in rejection power would compromise the H   physics, particularly since the jet cross sections and fragmentation functions have a large uncertainty.

In addition to the physics requirements on crystal size the manufacturing feasibility of producing large, high quality crystals must also be taken into account.  At present the largest crystals to be produced with good yield come from boules of 30 mm diameter, corresponding to a crystal front face of 18 mm square.  Boules of 34 mm diameter are required for crystals with a front face 20.5 mm square. These have been produced recently but continued research and development are required in order to improve the yield.

For these reasons the crystal size has been fixed at 20.5 x 20.5 mm2 for the present, although the need to minimise the cost as well as maximise the physics performance is recognised.
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Fig.4.1  The fraction of πo rejected, as a function of πo transverse momentum,

for 3 different crystal granularities.
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Fig.4.2  The rejection against events containing a pair of isolated πo's,

as a function of the di-"photon" mass.

At high luminosity, simulations show that a preshower detector (3 X0 Pb + 2 mm Si strips) is required in the central region (|| < 1.1) to complement the coordinate measurements provided by the crystals and enable the photon directions to be determined with a resolution   40 mrad/

, without knowledge of the longitudinal position of the production vertex.  Under these conditions, the stochastic term in the energy resolution function is increased from 2% to 5% by the presence of the lead.

In the endcap region, a preshower detector (3 X0 Pb + 2 orthogonal planes of 2 mm Si strips) is required at all luminosities to provide an additional factor of 2 ‑ 3 reduction of the 0 background.

Using the calorimeter performance outlined in table 4.1, extensive studies have been made by UK physicists of the sensitivity of the Higgs search[1].  The principal backgrounds to H   come from quark annihilation, gluon fusion and isolated bremsstrahlung.  After cuts the background cross section is about 220 fb/GeV for m = 110 GeV, to be compared with a signal cross section of 76 fb for H   at this mass.

Fig. 4.3 shows the background subtracted two photon effective mass plot for an integrated luminosity of 105 pb‑1, taken at high luminosity.  Fig. 4.4 shows a similar plot for data taken at low luminosity, for an integrated luminosity of 3 104 pb‑1.  The plots show signals assuming the existence of a SM Higgs at various masses (90, 110, 130 and 150 GeV).  Figures 4.5 and 4.6 show contours giving the cross section times branching ratio as a function of mass required to give specified significances defined as Ns/, where Ns and NB are the numbers of signal and background events respectively.  In the low luminosity period a SM Higgs could be discovered between 95 and 150 GeV, with a significance of 5 or better.
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Fig. 4.3  Background-subtracted 2 mass plot for 105 pb–1 with signals at mH = 90, 110, 130 and 150 GeV, in the PbWO4 calorimeter.
Fig. 4.4  Background-subtracted 2 mass plot for 3  104 pb–1 with signals at mH = 90, 110, 130 and 150 GeV, in the PbWO4 calorimeter.
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Fig. 4.5: Signal significance contours for 105 pb–1 taken at high luminosity.
Fig. 4.6: Signal significance contours for 3  104 pb‑1 taken at low luminosity.

In the above studies an efficiency of 64% was assumed for reconstruction of each photon (equivalent to a 41% efficiency per event).  Of the inefficiency, 10% is lost due to fiducial area cuts, 6% due to the  rejection cut, 6% at high luminosity through pileup in the  isolation region and 19% due to  conversions in the material of the last tracking element.  Recent simulations indicate that 60% of the conversions may in fact be useable resulting in a 30% increase in efficiency per event.

4.5
The Homogeneous Medium - PbWO4 TC  "4.5
The Homogeneous Medium - PbWO4" \l 2 
After several years of research and development the CMS experiment decided, in October 1994, to choose lead tungstate crystals as the active homogeneous medium for the electromagnetic calorimeter.  The decision was based on the clear wish of the collaboration to have excellent high energy resolution electromagnetic calorimetry with which to carry out definitive physics studies throughout the LHC programme.

The following reasons guided the choice for PbWO4, the physical and chemical properties of which are listed in table 4.4.  It has a short scintillation decay time constant of about 10 ns. It possesses good radiation hardness.  It has a short radiation length of 0.89 cm, which leads to a relatively compact calorimeter, and a small Molière radius of 2.0 cm.  The crystals are grown from readily available raw materials and substantial production capacity already exists.

The scintillation emission of lead tungstate is thermally quenched at room temperature.  As a result, the light yield is rather low and is temperature dependent, but the emission is fast.  The yield measured from 20 cm long crystals is 50 ‑ 80 photons/MeV at room temperature, and 85% of the light is collected within the first 25 ns.  The emission spectrum is rather complex with two broad bands at 440 nm and 530 nm (fig. 4.7).

The temperature coefficient for the scintillation light yield of the crystal is ‑1.98% per degree centigrade at 20°C.  This means that the calorimeter will need to be carefully temperature stabilised to about 0.2°C in order to maintain the required energy precision.

The PbWO4 crystals, when doped with niobium at the 20 ‑ 40 ppm level, show good radiation hardness.  (A radiation dose of about 0.5 to 1 Mrad is expected in the barrel section of the ECAL at the shower maximum, rising to 8 Mrad at || = 2.5 in the endcap, for the first 10 years of running.  The neutron fluence rises from about 2.1013 cm-2 in the barrel to 4.1014 at || = 2.5).  Induced absorption coefficients have been measured of 0.5 m-1 and 1.5 m-1 after an equivalent electron irradiation dose of 2 Mrad and 10 Mrad (at the shower maximum) respectively.  The transmission recovers at room temperature with two time constants of 2 hours and of 20 days.  Only minor damage has been observed with neutrons up to 1014/cm2.  The effect of radiation damage to the constant term in the energy resolution is below 0.25% as long as the absorption length remains longer than twice the length of the crystal.

Because of the relatively low scintillation yield the light is detected with avalanche photodiodes (APDs) mounted on the back faces of the crystals.  APDs can be operated with gains of up to 100 and are insensitive to high magnetic fields.  Further details of these devices are given in the Technical Proposal.

Signals from the APD are fed to the very front end electronics which consist of a preamplifier, shaper and compressor.  These items are sited close to the APD in order to keep electronic noise as low as possible.  A line driver feeds the output pulse of the compressor to the front end electronics for digitisation.  The design and integration of these components with the crystal support structure, together with the services and monitoring, will be challenging.  As we shall see below, this is an area where the UK intends to play a major role.

Table 4.4

Physical and chemical properties of PbWO4 crystals.


Parameter
Value

Density 
[g/cm3]

Radiation length 
[cm]

Molière radius 
[cm]

Melting point 
[°C]

Hardness 
[Moh]

Refractive index ( = 632 nm)
(birefringent)

Hygroscopicity

Chemical activity
8.28

0.89

2.0

1123

4

2.16


none

inert
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Fig. 4.7  Typical radioluminencence spectrum
 of PbWO4.

4.6
The UK Contribution to the CMS ECAL TC  "4.6
The UK Contribution to the CMS ECAL" \l 2 
4.6.1
The Design of the Barrel Calorimeter TC  "4.6.1
The Design of the Barrel Calorimeter" \l 3 
Much of the ECAL design has originated from Monte Carlo simulations of the detector undertaken by UK physicists[1,4,12,25,26].  This has been followed up by detailed engineering studies carried out, in large part, by the UK.  The engineering design builds on earlier work performed for the SHASHLIK sampling calorimeter, which was the previous CMS baseline option.  The design must result in a low mass, rigid and precise support structure in order to minimise degradation of the crystal performance[27,28].  Advanced CAD and FEA tools are indispensable to achieve this.

We wish to continue our leading role in the engineering and design of the calorimeter for the next three years.  Thereafter we wish to be fully involved in the design of equipment for the regional centres.  This in turn will lead to the design of the handling equipment needed at test beams and the installation equipment necessary at the CMS detector.  We therefore foresee an engineering and design commitment spanning the entire construction period of CMS.

The layout of the barrel and endcap ECAL is shown in fig. 4.8.  The barrel section comprises 92880 PbWO4 crystals, each with a front face of 20.5 x 20.5 mm2 and a length of 23 cm (25.8 Xo).  The crystals are arranged in 'off-pointing' geometry on a cylinder at a radius of 144 cm which extends to a || = 1.56.  The volume of crystals in the barrel amounts to 9.75 m3 (81 tonnes).

The design must seek to minimise material between crystals.  It must incorporate the pointing geometry of the detector and it must maintain a crystal-to-crystal gap of 0.5 mm or less within modules.  It must facilitate installation of the detector while minimising the number of service and signal connections.

The ECAL will be built in two half barrel sections.  Each half-barrel will consist of eighteen supermodules subtending 20° in .  Each of the 36 supermodules will thus contain 2580 crystals, weigh about 3.5 tonnes and be about 3 metres long.
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Fig. 4.8  The layout of the barrel and endcap PbWO4 electromagnetic calorimeter.

The UK engineering and design team is currently studying conceptual designs for the incorporation of the crystals into a supermodule.  The technical proposal describes a preliminary scenario whereby each supermodule comprises four baskets, with each basket containing around 600 crystals.  It is now felt that this modularity may be too coarse.  Schemes involving sub-units of 6 x 6 (or possibly 12 x 12) crystals are under discussion.  These sub-units may subsequently be grouped together into modules of a size similar to that of the baskets.

The possible choice of a sub-unit containing 6 x 6 crystals provides a modularity which is small enough for construction and assembly in several institutes and universities.  The sub-units will be assembled with their full set of electronics, monitoring systems and services.  Various step-by-step tests can then be carried out as the assembly proceeds.  The sub-units will be brought together in groups of 4 x 5 to form a module.  These modules will then be calibrated in test beams before being installed, as one supermodule, within CMS.  This scenario allows considerable flexibility in the installation.

The UK is leading the new conceptual design work.  The milestone for the end of 1995 is to have a single design agreed by the ECAL community.  This objective is necessary in order to start prototyping work in 1996.  This will then determine, in detail, the work to be carried out by the regional centres.

4.6.2
The Very Front End Readout TC  "4.6.2
The Very Front End Readout" \l 3 
The design of the very front end electronics is particularly challenging at the LHC.  This is an area where the UK groups have particular expertise.  We wish to lead the design of this electronics and to design the physical and electrical incorporation of the system into the ECAL.  In this manner both the electrical and mechanical expertise of our engineering and design groups can be brought together on one of the most important areas of ECAL integration.  In addition, we propose to supply up to 50% of the very front end read out for the CMS ECAL.

The ECAL readout chain consists of a photodetector (an APD in the barrel ECAL), the very front-end electronics (VFE) to capture the photodetector signal and the front-end electronics (FE) to digitise it, as well as the interfaces to the Trigger and Data Acquisition (DAQ) systems.  For the signal acquisition and digitisation, we have chosen the FERMI system (see Technical Proposal).

The electronics chain is organised as shown in Fig. 4.9.  The VFE consists of a preamplifier, shaping and analogue compression electronics and a line driver to the FE which includes the ADC.  The system is required to have a dynamic range of 16 bits and be capable of measurements to 0.25% precision.  In the case of lead tungstate, with its low light yield, great care has to be taken not only in the implementation of the individual channels, but also of the system as a whole, in order to keep electronic noise to a minimum.
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Fig. 4.9  The schematic organisation of the ECAL electronics. The geographic location of the various elements is also indicated.

The UK possesses a highly skilled team of electronic designers with a wealth of experience from earlier projects.  Building on this, the UK designed and manufactured the 36 low-noise charge integrating preamplifiers used last year for the avalanche photodiode readout of the lead tungstate array.  Additional preamplifiers have been requested for this year's beam tests.  Meanwhile, the UK is now extending this work by initiating design studies and prototyping of the analogue compressor.

4.6.3
The Regional Centre TC  "4.6.3
The Regional Centre" \l 3 
4.6.3a
The Role of a Regional Centre TC  "4.6.3a
The Role of a Regional Centre" \l 3 
Studies made by the collaboration have established the clear need for a number of Regional Centres in order to assemble the manpower and facilities necessary to build the complete ECAL detector system envisaged for CMS.  Such an enormous undertaking could not be carried out efficiently by the collaboration at any one centralised site.  The requirement for a well planned, distributed construction programme has strongly influenced the ECAL modularity philosophy adopted by the design team responsible for the overall design of the detector.

Estimates of the optimum construction programme, based on the anticipated production rates for the crystals (20,000 per year), indicate the need to establish four Regional Centre facilities for the assembly and testing of the supermodules in order to meet the overall planning for the CMS experiment.  Each facility would be scheduled to build and test two supermodules per year at the peak of the five year construction programme with co-ordinated start up and shut down phases included in the programme.

The role assigned to the Regional Centres is to undertake the complete assembly of supermodules starting from an input of prefabricated elements produced elsewhere.  Although the design of the ECAL is still in the early stages, and will certainly be subjected to considerable modification during the design review process, it is possible to define the basic functions which need to be carried out in the Regional Centres, and to plan the environmental and control requirements for such an enterprise. 

The Regional Centres will be organised with a high degree of vertical integration, starting with the delivery of crystals and progressing to the final assembly of the complete supermodule.  During the build programme a planned schedule of QA testing at each stage will need to be carried out.  The completed supermodule would undergo a full range of performance tests prior to being shipped to CERN for calibration and installation.

4.6.3b
The UK Regional Centre TC  "4.6.3b
The UK Regional Centre" \l 3 
The UK proposes to construct one quarter of the barrel detector, 9 supermodules, over a period of fifty calendar months from 1998 to 2002.   This offers an opportunity to capitalise on the experience gained previously on the LEP, HERA and Soudan 2 experiments.  It is also attractive in that it allows all members of the UK community including the individual University departments involved to contribute at a highly visible level to the ECAL project in a manner best suited to their particular expertise.

The management of the UK regional centre involves senior staff from RAL and each of the university groups.  A management board has been created, with two people from each institute, to take overall responsibility for the setting up and running of the centre.

The schedules for the CMS ECAL programme assume that the detector will be complete and installed by November 2003.  Each of the four regional centres will receive about 100 crystals per week (20 per day) with which to equip the four units which make up a supermodule.  A unit will be furnished with crystals in six to seven weeks, and the four units in a supermodule will take thirty weeks to complete.  Thus nearly two supermodules per year will be constructed by each regional centre.

The setting up of a UK Regional Centre will require the investment of considerable resources, and careful consideration must be given to the planning to ensure that centres of specialised knowledge, existing facilities, or previous experience of certain aspects of the project work will be used to best advantage.  It is likely that the final assembly facility will be at RAL.  This facility will be set up to receive all incoming prefabricated items and to carry out the majority of the routine tasks involved in the assembly of the supermodules.  It will also provide a secure environment suitable for handling the fragile crystal detectors and for the storage of all component levels used in the assembly process.  The efficient processing of such large numbers of individual detectors and read out channels will require the use of high volume production techniques, backed up by the implementation of a well planned programme of QA testing as the individual crystals are processed stage by stage to form a completed supermodule.  This enterprise will require the development of special tools and instruments for assembly and the provision of production level test equipment.  The high number of elements and the need for stage‑by‑stage tests will, without doubt, generate a large amount of data and this will need to be organised into a data base which can be accessed by all the various groups concerned, up to and including calibration and commissioning work at CERN.  These tasks will require considerable support from the UK physics community in CMS to develop both the software and special hardware needed for the production stages.

The production line QA testing of components will be specifically developed to provide a quick go/no-go flag to ensure that further effort is not wasted in adding value to faulty assemblies.  This strategy provides an efficient level of test which can be implemented adequately by production line staff, but it needs to be supported by a programme of more sophisticated sample testing at the level of at least one per thousand.  This rate of testing is well suited to the use of University physics department staff, and could be carried out very efficiently at sites remote from the regional centre itself, e.g. Brunel.

The final test programme carried out on the assembled supermodules will require the development of substantial test facilities, employing large elements of the final readout and data acquisition system.  Setting this equipment up and operating the test programmes will provide additional opportunities for those not based at the regional centre.

Test beam calibration of the supermodules will be an important activity for UK physicists.  The data will be needed not only for the final detector calibration, but also for feedback to the regional centres for quality control.

4.6.3c
Resources required for the UK regional centres TC  "4.6.3c
Resources required for the UK regional centres" \l 3 
Estimates for the effort required each year to support the Regional Centre  work schedule at RAL during the peak period mid 1998 to mid 2003 are as follows :

Technology Department
(Operation, tests, supervision)
5 SY

PPD Department
(Operation, tests, supervision)
5 SY

University Departments
(Operation, tests, supervision)
5 SY

Contracted Support
(Routine Production)
5 SY

Total effort required per year over five years
20 SY
The Contracted support is estimated to cost £500K over the 5 year period.  It is also anticipated that some of the overall supervision of contracted out items, assembled by industry could be undertaken by experienced university staff prior to these items being shipped to the RAL facility.

The manpower estimates shown in Appendix A include the main five year build programme, together with the start up and close down schedules.

Mechanical design and specialist electronic engineering support will also be required from Technology Department to support this programme of work.  This is included in the ECAL construction line in Appendix A.

4.7
Technical Expertise TC  "4.7
Technical Expertise" \l 2 
UK CMS groups have substantial experience in precision electromagnetic calorimetry acquired by designing and constructing the lead glass end-caps for OPAL.  The important factors in common with the lead tungstate design for CMS are the large size (the OPAL end-caps contained 40 tonnes of glass) and the low light yield (necessitating photo-detectors with gain in a magnetic field, coupled to state-of-the-art preamplifiers).  We have participated in the Soudan 2 experiment, which involved the development and large scale production of tracking calorimeter modules (a total of 300 tonnes was produced in the UK) and have supervised the assembly of modules for the ZEUS uranium/scintillator calorimeter over a two year construction period.  As a result of the experience gained from these large projects, the UK groups are uniquely qualified within CMS to undertake responsibility for the engineering and front-end electronic design of the ECAL.

4.8
Request TC  "4.8
Request" \l 2 
We request £250K to carry out the engineering design and physical modelling of the barrel ECAL and £2830K for the construction of our share of the ECAL.  This includes the provisionof 50% of the very front end readout for the ECAL together with the infrastructure and running costs of the regional centre.  We request 140 staff years from RAL technology department over the 10 year period 1995/6 to 2004/5 with which to carry out this work.  The necessary funding profile and staffing levels from RAL and the universities are shown in appendices A and B.

4.9
Milestones for the Electromagnetic Calorimeter TC  "4.9
Milestones for the Electromagnetic Calorimeter" \l 2 
Engineering and Design schedule

1/95
Conceptual design of the ECAL

12/95
Finalised ECAL mechanical design

1/96
Prototyping of the design

1/98
Instrumentation and test equipment for regional centres

6/98
Design of handling equipment for ECAL test beam calibration

1/02
Design of ECAL installation equipment for the CMS detector

Front end electronics schedule

1/95
Design of front end preamp/compressor and coupling to APDs


Design packaging, cooling and servicing between crystal and Fermi

1/98
Purchasing/manufacture of the readout packages for use in the regional centre.  Participation in test beam activities.

3/02
Participation in CMS installation/checking out.

CMS Crystal R&D and Procurement

1/95
R&D for production

1/97
Preproduction

1/98
Production Barrel

1/02
Production End cap

12/02
Production complete

CMS ECAL Construction

1/98
Barrel start

3/02
Barrel complete

3/02
Endcap 1

7/02
Endcap 2

Test Beam Calibration

5/99
Barrel

9/02
Endcap 1

5/03
Endcap 2

Installation

4/03
Barrel

7/03
Endcap 1

8/03
Endcap 2

12/03
Close detector

The following UK groups intend to participate in the UK Regional Centre:  Bristol, Brunel, ICSTM, RAL.  The level of university manpower is shown in Appendix B for the period 1995/6 to 2004/5.

5 
THE CALORIMETER TRIGGER TC  "5 
THE CALORIMETER TRIGGER" \l 1 
5.1
Introduction TC  "5.1
Introduction" \l 2 
The importance of the trigger, expecially in an experiment such as CMS which is designed to investigate a very wide range of physics, cannot be overemphasised.  There is considerable expertise within CMS-UK in the area of pipelined triggers, gained through work on the ZEUS tracking trigger and readout system.  Furthermore, through the ZEUS project we have established a fruitful working relationship with the Wisconsin group which is leading the CMS trigger effort.  Physicists from the UK have been strongly encouraged by the collaboration to take on the design and construction of the calorimeter global processor.  This consists of two crates of electronics, as discussed in more detail below, and we have also started work on the design of one of the four ASICs which are needed for the calorimeter trigger.

We are also involved with the extensive programme of Monte Carlo activities needed to verify the design of the trigger for all areas of LHC physics.  This will lead on to studies of the algorithms to be used in higher level software filters.  Our involvement in this area of the detector will therefore allow us to assign Ph.D. projects with a strong physics content, as well as making effective use of available expertise.  Our chosen hardware contribution is targeted to maximise the impact of our work at minimum cost.

5.2
Overview of the trigger processing TC  "5.2
Overview of the trigger processing" \l 2 
The first level of the CMS trigger is designed to reduce the rate from 40 MHz of beam crossings, with multiple interactions per beam crossing at full luminosity, to well below 100 kHz, which is the maximum speed at which the data acquisition and the subsequent levels of trigger will be able to operate[16].  The trigger will use information from the calorimeter and from the muon detection system.  Important physics signals on which we wish to trigger are high transverse momentum e and ,  and possibly .  The calorimeter trigger will also be required to measure jet energies, missing Et and total Et.  We need to be able to trigger on combinations of signals, such as pairs of e/ or e plus ,  plus missing Et.  To allow for such combined triggers, the calorimeter will supply to the CMS trigger processor the four highest transverse energy candidates for each type of physics object found in each beam crossing[29].

The trigger processors are shown in block diagram form in fig. 5.1, and described in more detail in section 9.3 of the Technical Proposal.  The calorimeter processing proceeds in two stages.  The first stage searches for e/ signals, jets and isolated hadrons in regions of  and  in the calorimeter.  The total transverse energy and its x and y components (for use in missing energy triggers) are also found for each region.  There are 18 such regions, each requiring one crate of electronics, and a 19th crate finds transverse energy sums in the very forward calorimeter.  The information from these 19 regional crates is then passed to the global processor, which produces summary information for use in the CMS trigger decision.  The global processor has to:

-
find the highest transverse energy electrons, jets and isolated hadrons over the whole calorimeter,

-
sum the total transverse energy and components and find the missing transverse energy,

-
use the distribution of energy in the calorimeter in each beam crossing to measure and record the LHC luminosity as a function of time.

The design of this global processor is a UK responsibility.  Since this is the first time that the processor is fully presented to the PPESP we describe its design and status in detail below.
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Fig. 5.1  Block diagram of the trigger processors.

5.3
Design of the global processor TC  "5.3
Design of the global processor" \l 2 
5.3.1
Overall design TC  "5.3.1
Overall design" \l 3 
The layout of the processing is strongly influenced by the volume of input data to be processed.  Each of the 18 regional crates sends 160 bits of information every 25 ns (beam crossing interval).  The processing of this data will be distributed between two crates.  One crate will sort the electron and jet information to find the highest transverse energy signals, and the other will calculate energy sums and perform the luminosity calculation.  We are planning to use non-standard mechanics for these crates, with cards in both the front and back compartments communicating via a high-speed custom backplane.  This will allow more front panel space for the input connectors.  Each of the cards in the rear compartment receives the incoming data from several regional crates and performs the first stage of processing.  The cards in the front part of the crate complete the processing and send the results on the CMS trigger processor.

A similar layout is envisaged for the regional crates, and we will use common solutions for power distribution and cooling.  Each crate will contain modules common to the whole of the trigger system: a controller card (ROC), a readout dual-port memory (RDPM) card which provides the CMS standard interface to the DAQ, and a trigger/timing card (TTC)for the distribution of fast clock signals.  These cards will be similar or identical to those required for the tracker readout (section 6.4).

5.3.2
Design features TC  "5.3.2
Design features" \l 3 
A number of features of the design are common to both crates.  The input and output signals use differential ECL at the beam crossing rate of 40 MHz. Data are transferred on the backplane between receiver and output cards using point-to-point lines running at 160 MHz.  At the input of the receiver cards and at the output of the sort and adder cards there are pipeline memories.  The data recorded here for each triggered event are sent to the RDPM card in the crate, and onward to the DAQ system.  These data will be used for continuous monitoring of the overall performance of the trigger hardware.  Standard diagnostic circuitry (JTAG/Boundary Scan) is implemented on all cards to allow for standalone testing of parts of the logic.  This will allow faults to be isolated, both in the development phase and during CMS running.

5.3.3
Localised objects sort crate  TC  "5.3.3
Localised objects sort crate " \l 3 
This crate sorts the electron, jet and isolated hadron signals.  It contains four receiver cards for each type of object.  The flow of data in the crate is shown in figure 5.2, and a block diagram for the receiver card in figure 5.3.  At the input, the incoming signals are synchronised to the local clock, and timing offsets between data from different crates can be compensated.  The cards perform a first level sort and pass their information to the sort card.  There is one sort card for each type of object, which performs the final sort to find the four output candidates.
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Fig. 5.2  The flow of trigger data in the sort crate.

5.3.4
Energy sum crate TC  "5.3.4
Energy sum crate" \l 3 
This deals with the transverse energy sums in a similar way to the sort crate.  There are 6 input cards, two for Et and two each for Ex and Ey.  These cards synchronise the incoming signals and perform a preliminary summation, before sending the information to the final energy adder card. Information on the transverse energy distribution in the calorimeter for each beam crossing is also sent to a luminosity card.  The requirements for an online luminosity determination are still under discussion within CMS.  Currently we plan to apply a number of thresholds to the transverse energy found in each of the 19 regions, and monitor the fraction of crossings for which this energy exceeds each threshold. We also need to monitor separately each of the 3600 LHC bunches.
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Fig. 5.3  Block diagram for a receiver card.

5.3.5
ASIC development TC  "5.3.5
ASIC development" \l 3 
Two custom IC designs are required for the calorimeter global trigger.  These are a sort ASIC and an adder chip. Both functions are required also in the regional crates.  An 8‑input, 12-bit adder chip is already under development by the Wisconsin group for CMS.  The chip uses GaAs technology and runs at speeds well in excess of 160 MHz, and we plan to use it to perform the energy sums.  We are starting to look at the design of a sort chip which could be used in both the regional and global trigger crates.  This chip will also have 8 input busses clocked at 160 MHz.  Since this is four times the beam crossing frequency, the chip will accept 32 6-bit values every 25 ns, and find the largest four of these.  Each 6-bit value is accompanied by position information specifying which trigger tower produced the associated energy value.  This information is output for each of the values selected, together with another three bits indicating which of the 8 input ports supplied this value.

The trigger system as a whole will contain trees built up from these sort ASICs.  For the electron information, to find the four highest signals over the whole calorimeter will require a tree consisting of four stages of 32-to-4 sort.  The number of pipeline stages required for this sort tree is expected to dominate the latency of the calorimeter processing.  We are therefore investigating algorithms which give an acceptable latency of less than five 25ns crossings per sort.  One possible algorithm has been studied which requires around 8 crossings to implement in CMOS or BiCMOS.  This can be reduced by going to faster GaAs technologies, but we believe that with alternative algorithms we can achieve processing times around three bunch crossings in semi-custom CMOS.  This offers significant savings in development time and cost.

5.4
Project planning TC  "5.4
Project planning" \l 2 
The overall schedule for the CMS trigger requires us to complete the two crate system described here by late 2001.  This will allow two years for final testing and integration before LHC turns on.  We aim to finalise the crate and backplane layout and produce preliminary designs for the cards in the system by mid-1998.  A review of the trigger using both hardware and physics simulations is scheduled for the second half of 1998, prior to the start of module construction.  We will also produce test equipment to allow us to check our hardware using simulated data at full speed, independently of other parts of the trigger.  The design work for the system will be shared between engineers in Bristol and in RAL Technology Department.

For the sort ASIC, design work will continue into early 1996.  The first prototype design will be laid out during 1996 and we expect to have chips available for testing early in 1997.  The 250 chips required for the full system will be produced in 1998, to fit in with the schedule for board production.  Additional engineering effort at RAL is requested for this development.

5.5
Resource requirements TC  "5.5
Resource requirements" \l 2 

System costings in kpounds:


2 crates with custom backplanes, power and cooling
30


CPU, dual-port memory and timing cards x2
12


12 receiver/sort cards 
)
32


6 receiver/adder cards 
)
20


3 sort cards
) plus prototypes
17


Energy adder card
) and NRE
10


Luminosity card
)
10


Cables and connectors

17


Test pattern generators

10


ASIC development and production
65


Total

223
The spend profile is included in the funding request in Appendix A.  A total of 7.75 SY are requested from RAL Technology, also shown in Appendix A.  A total of 9.5 SY of university engineering and technical effort will be available to work on the trigger as shown in Appendix B.

6 
THE CENTRAL TRACKER TC  "6 
THE CENTRAL TRACKER" \l 1 
6.1
Introduction TC  "6.1
Introduction" \l 2 
Our interest in the CMS tracking system originates from experience in many previous experiments in heavy quark physics linked to the use of silicon detectors for high spatial resolution track measurement.  Originally this motivated our participation in detector R&D for both SSC and, later, LHC.  Over the last decade our activities on silicon detectors have been closely coupled to the electronic readout and, recently, we have been among the leaders investigating radiation hard solutions for tracking readout.  We also build on a great deal of significant expertise in Data Acquisition (DAQ) from previous projects.  We propose to apply this experience and available technology to contribute in a major way to the development of the complete readout system of the CMS tracker.

The UK role in the CMS tracking system is already well defined.  Our principal hardware responsibility is to develop the electronic readout system and DAQ interface.  Already we have had the largest influence on the tracking system through our designing of the readout architecture and most of the major elements within it.  To maintain this position we should also contribute as much as possible to the final cost, although the full system cost is certainly beyond the means of the UK groups alone.  Consequently a common fund is being devised for the CMS tracker to provide some of the major shared items such as electronics.

The contributions which we propose to undertake on the detector are expected to lead naturally into the physics from the experiment.  In fact we expect to occupy a privileged position since access to the data should be made easier by the contributions we expect to make to the design of the hardware and software for the readout system.  The handling of large volumes of data will not be a simple task and the experience which we expect to gain in implementing and testing systems of increasing complexity over the next decade should pay dividends by allowing the development of many software tools and facilitating use of the data by UK physicists. Staff and students are already active in Monte Carlo analyses of B-physics, while contributing to the design of the experiment by studying the material budget using the same tools and implementing algorithms describing detector and electronic performance, as one example of the confluence of interests.

CMS has opted already for a single baseline system in the belief that a single homogeneous readout concept was essential to manage such a large number of channels (3 million silicon microstrips and 11 million MSGCs) and to maintain the cost at an affordable level.  A diversion of effort into multiple, smaller systems which must eventually complement each other was seen as impractical, especially given the scarce specialised resources available, not only to CMS but to the particle physics community in general.  There are few groups with significant ability to design and fully develop the complex front end electronics required, and in the UK we are exceptionally fortunate that the centralisation of electronics design at RAL has led to a well equipped and qualified support group unique in particle physics with particular expertise in analogue-digital ASIC design and systems.  This contribution is vital to CMS.

The CMS data acquisition system will have to merge 1 MByte formatted events from many front-end sources at maximum level-1 trigger rates of 100 kHz.  The largest contribution to this data flow arises from the inner tracking detectors.  Hence the readout of the tracker has a big influence on the design of the data acquisition system.  To ensure continuity of the UK contribution at the front-end it is mandatory that we are involved with many aspects of the complete system whose principal elements are the APV5 front end electronic chip, an analogue optical link and a VMEbus-based front end driver module. These are briefly reviewed below.

6.2
Physics Motivation TC  "6.2
Physics Motivation" \l 2 
A high spatial resolution central tracking system will play a crucial role in nearly all the physics analysis in CMS.  High precision is needed for b‑quark tagging and secondary vertex reconstruction and accuracy.  A pixel based micro-vertex detector is needed for secondary vertex reconstruction for B‑physics studies in areas such as time-dependent CP violation, 

 oscillation, and the rare B0   decay channel.  Accurately measured track momenta, using all of the tracking layers, will allow lepton charges to be determined up to pt of 2 TeV, and will enable frequent, in situ, calibration of every cell of the crystal calorimeter using electrons from W and Z decays.

The key features of the CMS tracking system are:

•
Inner layers of silicon pixel detectors for vertex detection and flavour tagging even at high luminosities,

•
Silicon micro-strip detectors with high spatial precision and good time resolution,

•
Outer layers of MSGC detectors.

The UK groups have been active in detailed Monte Carlo simulation studies of B‑physics, and in accurately determining the materials 'budget'.  A key area is the observation of CP violation and an accurate determination of the angles of the Unitarity Triangle.  An example of an area contributed to by UK physicists is a study of the determination of sin2 via the decay 

  J/ 

.

6.3
Design requirements and performance. TC  "6.3
Design requirements and performance." \l 2 
The design goal of the central inner tracking system is to reconstruct isolated high pt tracks with an efficiency of better than 95%, and high pt tracks within jets with an efficiency of better than 90% over the rapidity range || < 2.6.

The momentum resolution required for isolated charged leptons in the central rapidity region is pt/pt ≈ 0.15 pt (pt in TeV).  This will allow the measurement of the lepton charge up to pt ≈ 2 TeV.  It will also allow frequent in situ calibration of every cell of the crystal electromagnetic calorimeter, needed to maintain the high energy resolution of the calorimeter, using the high rate of precisely measured electrons from W and Z decays.

Important discoveries may depend on the ability of the tracking system to perform efficient b‑tagging even at the highest luminosities.  This has led us to add a few layers of silicon pixel detectors close to the interaction vertex.  Our design goal is to achieve an impact parameter resolution at high pt of order 20 µm in the transverse plane and 100 µm in the z direction.

For pattern recognition at high luminosities, detectors with small cell size are required.  Solid state pixel and microstrip as well as gas microstrip detectors can provide the necessary granularity and precision. Strip lengths of the order of 10 cm are needed to maintain cell occupancy below 1%.  This leads to a large number of channels (≈ 107).

The tracker performance depends upon the intrinsic detector resolution, the alignment precision and the long term stability of the tracker.  Final alignment will be performed using tracks and is expected to be achievable with a precision of less than the beam spot size. In simulations, a conservative value for the alignment error in (r, of about 15 µm is used.  Combined with the intrinsic resolution, the effective (r, resolution assumed in the performance calculation is 20 µm for pixel and silicon detectors and 60 µm for MSGCs[30].  The alignment error in z will be somewhat larger than in (r,, because there is no constraint on the vertex precision.  Therefore, we assume an effective z resolution of 30 µm for the barrel pixels.  This leads to the required detector element sizes given in table 6.1 where the intrinsic detector resolutions are given for normal incidence tracks.  The z resolution is based on a stereo angle of 60 mrad. 

Table 6.1

Summary of sizes, numbers and intrinsic resolutions of detectors.

Detector
No. of channels
Element size
(r,resolution
z or r resolution

Pixel barrel
5.5  107
125 µm  125 µm
15 µm
11-17 µm

Pixel endcaps
2.2  107
50 µm  300 µm
15 µm
90 µm

Silicon strips single
1.0  106
50 µm
15 µm
strip length/
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Silicon strips stereo
1.8  106
50 µm/200 µm
15 µm
1 mm

MSGC single
4.8  106
200 µm
40 µm
strip length/
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MSGC stereo
6.5  106
200 µm/400 µm
40 µm
2 mm

A schematic view of the tracker is shown in Fig. 6.1.  Several inner layers of silicon pixel detectors (two for barrel and three for endcaps) have been incorporated to increase the power of the central tracking system for vertex detection and flavour tagging.  These detectors provide three dimensional space points suitable for the high track density close to the interaction vertex and guarantee high precision for secondary vertex detection.  Precisely measured points close to the primary vertex significantly reduce combinatorial ambiguities and guarantee the detection and high precision measurement of secondary vertices even at the highest luminosity.

Microstrip detectors are the natural choice for the layers following the pixels.  High spatial precision and time resolution combined with adequate radiation hardness make silicon strip detectors ideal for the intermediate tracking region.  The outer tracking layers employ microstrip gas chambers (MSGC).  The fast charge collection from the thin gas volume ensures good time resolution.  Good spatial resolution in the less congested outer region is provided by detectors with a pitch that is coarser (200 µm) than that of the silicon strip detectors (50 µm).

Constructing the detector in layers of silicon pixel, silicon strip and MSGC detectors optimises the cost/performance ratio.  Because of the high magnetic field a good momentum resolution is achievable with only a few, high precision, detection planes.  On the other hand, good track finding capability sets a lower limit on the number of detection planes.  Careful pattern recognition studies have shown that with the proposed system good track finding performance can be obtained provided at least 10-12 points per track are recorded.  More detailed descriptions of the tracking system are given in the technical proposal.
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Fig. 6.1: Schematic of inner tracker. Thick lines denote double-sided readout.

6.4
The UK contribution to the Central Tracker TC  "6.4
The UK contribution to the Central Tracker" \l 2 
6.4.1
Front End ASIC electronics TC  "6.4.1
Front End ASIC electronics" \l 3 
The APV5-RH chip contains a preamplifier, 160 deep pipeline memory and deconvolution circuit for each channel and includes a 40MHz multiplexer to read out 128 channels from the MSGCs or silicon microstrips [8,31].  The Harris version of the chip (Fig. 6.2) has an area of 6.4mm x 11.2mm, with a power budget of 2.4mW/ channel.  The first versions are presently under test in the laboratory with a beam test planned for July.  The evaluation is still at an early stage but it has already been confirmed that full operation is possible up to beyond 20MHz. 

Individual transistors have been investigated in detail for noise and threshold voltage changes to 15Mrad and the results are very positive, especially for the more critical PMOS devices.  Less detailed, but equally positive, results have shown that transistors undergo very little further changes to doses in excess of 100Mrad so no problems are expected at the component level for the lifetime of CMS if this process is used.  The full chip has not yet been irradiated but this is anticipated during the next few months.
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Fig. 6.2  Single channel schematic of APV5. 

There are also a small number of other chips required to complete the system to embody control and monitoring functions and interface to the optical link.  These are likely to be developed in the UK, probably with support from other CMS groups (which has already begun), since a close interaction will be required with the rest of the system and the fact that they also require radiation hard technology.

6.4.2
Analogue optical link TC  "6.4.2
Analogue optical link" \l 3 
The optical link technology, based on reflective electro-optic modulators in III-V semiconductor materials, is still very novel.  An external laser transmits CW light to the front end and after reflection by the modulator, light is detected at a photodiode housed near to the laser and converted to an electrical signal[9].  The link is based on work carried out by RD23, whose industrial partner is GEC-Marconi. However, in recent months new commercial contributors have entered the activity.  A laser- waveguide transceiver will be delivered at the end of 1995 by Italtel and deliveries of modulators from other sources are planned.  Our contributions to this work so far have been in evaluation, before and after irradiation, of the link and components, including the first demonstration in an experimental environment[32].  The results on radiation hardness and analogue performance are so far very promising and continued rapid progress in the next two years is essential to progress from individual components to pre-production prototype links.  A gradual building of effort around this part of the project will occur over the next year.  The principal components to be developed are the modulators, in high density, low mass packages, and laser-photodiode transceivers.  We expect to maintain the close working relationship built up in the last two years with the CERN ECP Division group (G. Stefanini et al.) dedicated to the development task.

Since the cost of the optical link is still less well understood than other system elements, the importance of rapid progress in the next year is recognised.  However, the advantageous features of the MQW technology, namely the radiation hardness and minimal power consumption, are strong reasons to continue with this scheme.  Alternative solutions which would maintain the analogue capability are being considered, such as laser arrays; at present the radiation tolerance of possible candidate devices is under study. 

It is at the receiver end of the optical link that the implications for the rest of the DAQ become most apparent.  Fig. 6.3 shows the schematic overview of the tracker readout chain into the receiver module which acts as a driver for the data acquisition.  The largest contribution to the CMS data flow comes from the trackers, so at this point consideration must be given to the design of the complete DAQ and how we intend to optimise the tracker front end electronics around it.


 EMBED Word.Picture.8  


Fig. 6.3.   Schematic of the CMS tracker electronic readout system.

6.4.3
Control and monitoring TC  "6.4.3
Control and monitoring" \l 3 
An outline of the control system required to manage the electronics already exists.  It is foreseen to be based on the driver circuit and other optical link elements so avoiding the need to develop additional components (fig 6.4).  To avoid the risk that control and monitoring functions could be incapacitated in periods when the experiment is not running or the DAQ system is inoperative, a small number of modules will be connected to sensors strategically dispersed throughout the tracker volume monitoring temperature, bias levels, alignment, etc, and read by a dedicated crate.  In this way we propose that the slow control system can be integrated into the other activities with minimal extra resources.
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Fig. 6.4 Schematic of the optical link driver

6.4.4
Front-end integration into the CMS Data Acquisition System TC  "6.4.4
Front-end integration into the CMS Data Acquisition System" \l 3 
A fuller description of the data acquisition system is given in chapter 9 of the technical proposal.  On CMS we anticipate a maximum Level-1 trigger rate of 100 kHz.  The DAQ must merge and assemble the event data from a multitude of buffered front-end sources into a computing filter-farm in order to reduce this rate to a maximum 100 Hz for mass storage.  For this a high performance readout network will connect sub-detector "readout units" via a (telecommunications) switch fabric to "event filter units" comprising the computer farm (Fig. 6.5).  The flow of event data will be controlled by an event manager system.
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Figure 6.5.  Data acquisition basic structure.
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Figure 6.6. Readout crate components.

The average data volume generated by the CMS detector at each bunch crossing is expected to be about 1 MByte.  Table 6.2 shows the breakdown by sub-detector. 

Sub-detector
No. Channels
Occupancy %
Event size (kByte)

Pixel
80 000 000
0.01

100

InnerTracker
16 000 000
3

700

Preshower
512 000
10

100

Calorimeters
125 000
5

50

Muons
1 000 000
0.1

10

Trigger
10 000
100

10

Table  6.2:  Average Sub-detector event sizes at a nominal luminosity of  1034 cm–2s–1.
Because of the volume of data, the tracking system has the greatest impact on the overall data flow and requires possibly the largest processing capabilities of all the subsystems at the front-end.  The detailed implementation of the various analogue and digital front-end functions is governed by sub-detector-specific requirements.  However much of the basic front end functionality is common to all sub-detectors.

The basic unit which interlinks the front ends with the DAQ system is the readout unit (RU), which consists of several Front-End Drivers (FED) and a fast Readout Dual-Port Memory (RDPM)[33], which is connected to a global event-building switch.  With approximately 1000 such units, each RDPM will need 100 MBytes of memory capacity in order to buffer event fragments for each second of latency.  Data transfers of up to 400 MBytes/second will need to be accommodated on both input Front-End data Bus (FEB) and output Readout-Data-Link (RDL) ports.  Each RDPM is attached to between one and six FEDs, depending on the local event data volume and the event builder switch input rate.  Nearly 2,500 FEDs will be necessary for the whole detector.  The standardisation of a common electronics interface at this junction is, therefore, most desirable to ensure system homogeneity, so simplifying integration and long-term maintenance.

A physical readout crate (Fig. 6.6) contains several readout units and a crate controller and communication module (ROC).  The specific tasks of the ROC are to ensure the correct initialisation of the RUs, to monitor their operation during data taking, to handle errors, exceptions and interrupts and to handle status communication to the central system control.  The Readout Crate Supervisor (RCS) can be a commercial VMEbus processor, whilst the Readout Flow Controller (RFC) will provide the multi-crate interconnections for autonomous sub-detector tests and maintenance.

6.4.5
Inner Tracker Front-End Driver TC  "6.4.5
Inner Tracker Front-End Driver" \l 3 
To provide the digitisation conversion and first stage of data acquisition processing, for the inner trackers, around 2,000 FEDs are foreseen which each read out up to 64 APV5 chips in parallel via the opto-electronic analogue links.  A series of detector-specific devices built around custom ASICs and commercial ADC components will perform data conversion, pedestal correction, data reduction and formatting in synchronisation with the common timing, trigger and control distribution [34].
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Fig. 6.7.  Key elements of a Front-End Driver. 

Within the data acquisition architecture, several FEDs are then linked to a fast RDPM unit which, in turn, is connected to the global event-building switch.  Consequently, much of the FED logic must also address the problems of pre-buffering, local data merging and fast interconnection with the memory units further downstream.  In addition, functionality must be provided for real-time control and data flow monitoring both internally and externally to the global data acquisition system, especially important in cases of error recovery.  Much of this is common to all subdetector front-end readout systems.

Fig. 6.7 shows a general overview of a FED card [35], where emphasis has been placed on the tracker requirements.  Much of the board area is devoted to functions such as digitisation and data processing but a significant fraction of the logic is dedicated to local merging of information, such as bunch numbers delivered by the TTC receivers, and to the fast links with a RDPM.  Each FED has two access ports.  A standard VMEbus interface provides overall control and monitoring from the ROC, while a dedicated Front-End data Bus (FEB) link to the RDPM is required to accomplish the nominal 100 MBytes/s throughput.  Data are driven into the RDPM link, which is buffered sufficiently to cater for fluctuations in the Level-1 trigger rate. 

6.5
Resources required TC  "6.5
Resources required" \l 2 
We expect the hardware development we are undertaking to give us a very significant role in the eventual extraction of physics results from the experiment, since we will be responsible for a key part of the tracking system which determines its performance.   In addition the software development which will be undertaken will give us a leading position in the data handling based on much experience built up during the prototyping phase and thus an important insight into the complex data handling requirements which will need to be mastered for data processing.

A detailed plan for the construction of the tracking system is still being prepared with responsibilities to be taken by the principal groups.  However, we can foresee the tasks to be undertaken by the UK.  Following the prototyping phase which is now underway, we embark on production of the detector.  We expect to mass produce and test detector hybrids containing front end chips and electro-optic modulators, assemble and test the optical links from commercial components and test the front end driver boards, which will probably be delivered pre-tested by the manufacturers.  Most of the electronic testing should be automated, from chip testing to evaluation of each complete chain.  We do not expect major responsibility for assembling complete detector modules although it is inevitable that a limited amount of assembly will be carried out here.  Hybrids will be transported to other major labs where the detector modules will be fully assembled, followed by delivery to CERN. 

Finally the whole system should be integrated and debugged at CERN and in the later stages of production this will become our principal task.  By that stage a significant component of the work will be software activities.  Despite the magnitude of the system we believe that with automation of the testing, this is within the manpower resources we can provide in the UK, probably supplemented by some other teams from CMS.

Given the responsibility for developing the system and the unique manpower and technical resources we will bring to this project, it would be natural for us to take the largest responsibility to fund the system as well.  However, the scale of the tracking system (14 million channels) is such that, in any case, the cost must eventually be shared across national boundaries.  The consolidation of the development in a small number of places will lead to a manageable system, which is vital given the enormous size.  The full cost of the CMS tracker readout (£15-20M including prototyping) is beyond the ability of a single country and a common fund for the tracker is envisaged for shared items such as electronics. 

We foresee the following spend and manpower profile:

Year
Spend (£k)
Phase
RAL

Manpower (MY)

95/96
60

4

96/97
200
prototyping
6

97/98
300

6

98/99
400

7

99/00
450
construction
7

00/01
450

7

01/02
450

7

02/03
400
installation
7

03/04
350

7

04/05
350
operation
6

Total
£3.4M

64 MY

In addition we foresee a complement team of 3 full-time members of RAL-PPD working on the DAQ-related aspects of the readout integration, with possible expansion later.  These individuals will work closely with our collaborating colleagues, particularly those at CERN, to ensure a smooth transition in commissioning both the hardware and software implementation of the complete system.

UK groups in CMS are submitting two EU Network projects under the 4th Framework TMR programme, one in the area of silicon detector radiation damage involving Brunel and Imperial, with Italy and Greece, and a second on optoelectronic device development with Imperial, CERN, Italy and Greece and Oxford University Engineering Department.  If successful these would add supplementary resources.

6.6
Key milestones for Tracker FED/DAQ TC  "6.6
Key milestones for Tracker FED/DAQ" \l 2 
In order to implement the most cost-effective architectures, the DAQ is very dependent on external technology trends. Consequently the schedules are much more general, at this stage, in comparison to detector milestones.

Detailed aspects over coming year concerning FED:

4/95
Design of pre-prototype FED for concept and density demonstration

7/95-
Construction of pre-prototype FED

9/95-
Evaluation of pre-prototype FED 

1/96-
First tracker prototype tests with existing test-bench tools


Development of FED stage 2 for first integration with RDPM prototypes


Test proof of concept of FED/RDPM integration

1/96-
Development of test-bench tools based on next generation of commercial standards,


eg, PowerPC, PCI, etc. Evaluation of software strategies, eg micro-kernels.

97-
Extension to other front-end systems.

General DAQ schedule:

95-96
System modelling, requirement studies of data processing and buffering, etc.

96-97
Several iterations of hardware technology evaluation and subsystem prototypes

96-99
Evaluation of software development systems and processor architectures

98-01
DAQ Prototype integration, System specification and organisation of production

01-04
DAQ Production, test, installation

05- 
New development program, upgrades, etc.

7
COMPUTING TC  "7
COMPUTING" \l 1 
Physics analysis in the LHC era will place huge demands on both the  requirements and management of the computing resources available to CMS.  A computing model will need to evolve to take full advantage of the hardware  and software technologies that will be available in 2004.  In order that outside institutes, both in the UK and elsewhere, can make effective contributions to CMS it is important that standards are  adopted throughout the computing environment.  Progress has already made in this area with the introduction of coding  standards, the organisation of documentation around the World Wide Web (WWW) system and the identification of areas where standard graphical  user interfaces (GUI) can be used.

Distributed file systems, such as AFS, are already available and work is  currently in hand to set up a wide area service at RAL for the UK.  This will ease the distribution of software and provide a global view of files across many systems.  Code management is currently performed using the CMZ package, but it is planned to adopt Unix tools such as  CVS.

Object-oriented (OO) techniques are likely to play a large part in the final design of software and CMS hopes to benefit from current projects which are studying the use of OO methods in particle physics.  For this reason, most of the final CMS software will probably be written in C++, rather than FORTRAN77 as at present.

The current CMS simulation package, CMSIM, is based around GEANT3 which has had the benefit of substantial development for the LEP experiments.  It is hoped that collaboration in the GEANT4 project will yield a new framework based on OO approaches to event simulation.  The event reconstruction package CMANA has provided the means to perform detector development and optimisation studies using simulated physics events.  The UK groups have already been very active in this area and this will continue with the development of reconstruction algorithms as the construction of CMS progresses.  Test beam analyses are also providing a useful vehicle for refining the accuracy of simulations over a wide range of energies.

With event sizes estimated at 1 Mbyte, data storage will be an important issue.  The design and implementation of the CMS data store will pose severe challenges, especially if random access from a distributed environment is to be achieved.  There is some scope for using the data storage and tape robot facilities in outside centres, such as RAL, for selected datasets and physics topics.

8
FUNDING AND SPENDING PROFILE TC  "8
FUNDING AND SPENDING PROFILE" \l 1 
The costs and RAL manpower figures are shown below for the period FY95/96 through to FY 04/05.

The CMS Electromagnetic Calorimeter 

Area of involvement
£k

Mechanical design, including physical modelling

250

Front end readout and Regional Centre

2830

Calorimeter Global Trigger processor

220


Total

3300

A total of 147.75 staff years is required over this 10 year period from RAL Technology Department for the CMS ECAL.

The CMS Tracker

Area of involvement
£k

Radiation hard electronics

730

Optical links

1380

DAQ hardware

850

Beam tests, modules

370

Test equipment development 

70


Total

3400

A total of 64 staff years is required over this 10 year period from RAL Technology Department for the CMS Tracker Readout and DAQ.

Total Request

The total request for CMS funding over this 10 year period is £ 9.2 M.

Area of involvement
£k

ECAL

3300

TRACKER

3400

COMMON FUND

2500


Total

9200

The capital bid and RAL manpower table for CMS is shown in Appendix A, for the ten years from 1995/6 to 2004/5, for each of the areas of involvement.

A total of 211.75 staff years is required over this period from RAL Technology Department and 103.5 staff years from PPD RAL.

The University manpower tables are shown in Appendix B.

APPENDIX A - Requisition bid and RAL Staff Tables for CMS TC  "APPENDIX A - Requisition bid and RAL Staff Tables for CMS" \l 1 
Area of involvement
10 years k£
10 years Technology SY
10 years PPD SY

ECAL




Mech design, phys modelling

250
33.5
0.0

Construction, the Regional Centre and Front End Readout

2830
106.5
58.65

Calorimeter Global trigger

220
7.75
0.0

Design/simulation/analysis

0
0.0
21.0


Subtotal over 10 years

3300
147.75
79.65






TRACKER




Rad hard electronics

1000
20.0
0.0

Optical links

1110
20.0
0.0

DAQ hardware

850
18.0
0.0

Beam tests, modules

370
3.0
0.0

Test equipment

70
3.0
0.0

Readout/DAQ

0
0.0
23.85


Subtotal over 10 years

3400
64.0
23.85







COMMON FUND

2500
0.0
0.0







Total over 10 years

9200
211.75
103.50

Grand Total, 10 years
Requisitions

£9200k

Staff

Technology
211.75 SY

Staff

PPD
103.5 SY

Appendix A continued

RAL Staff breakdown and funding request by year

95/6
96/7
97/8
98/9
99/0
00/1
01/2
02/3
03/4
04/5
Total

PPD‡












ECAL Simulation/analysis
0.85
0.95
1.1
1.25
1.45
1.6
2.95
3.35
3.7
3.8
21.0

ECAL constr/commissioning
3.85
4.20
4.5
5.2
5.6
6.35
6.35
7.1
7.75
7.75
58.65

Tracker Readout/DAQ
0.3
0.6
0.95
1.4
1.85
2.3
3.1
4.05
4.6
4.7
23.85


PPD Subtotals
5.00
5.75
6.55
7.85
8.90
10.25
12.40
14.50
16.05
16.25
103.50














Technology












ECAL 
10.5
15.75
16.0
16.0
16.0
16.0
16.0
16.0
15.5
10.0
147.75

Tracker
4.0
6.0
6.0
7.0
7.0
7.0
7.0
7.0
7.0
6.0
64.0


Technology Subtotals
14.50
21.75
22.0
23.0
23.0
23.0
23.0
23.0
22.5
16.0
211.75














Funds (£k)












New equipment*
180
470
900
1140
1400
1500
1690
1080
840
0
9200

Travel long term
8
25
95
150
230
330
365
395
425
425
2448

Travel short term
72
100
125
190
255
345
360
370
360
360
2537

TOTAL
260
595
1120
1480
1885
2175
2415
1845
1625
785
14185

‡These numbers have been calculated from the PPD forward look.

*This omits maintenance and running costs.
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BRISTOL














95/6
96/7
97/8
98/9
99/0
00/1
01/2
02/3
03/4
04/5
Total
Funding

ECAL













Staff
1.0
1.0
1.5
1.5
1.5
1.5
2.0
2.0
2.0
2.0
16.0
HEFCE

RA/Fellow
0.5
0.5
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
9.0
PPARC

Eng
0.5
0.5
0.5
0.5
1.0
1.0
1.0
1.0
0.5
0.5
7.0
PPARC

Tech
0.5
0.75
0.75
0.75
0.75
0.75
0.75
0.75
0.5
0.5
6.75
PPARC

Students
0.5
1.0
1.0
0.5
1.0
1.0
0.5
1.0
2.0
2.0
10.5
*















TRIGGER













Staff
1.0
1.0
1.5
1.5
1.5
1.5
2.0
2.0
2.0
2.0
16.0
HEFCE

RA/Fellow
1.0
1.0
1.0
1.0
1.0
1.0
1.5
1.5
1.5
1.5
12.0
PPARC/EU*

Eng
0.5
0.5
0.5
0.5
1.0
1.0
1.0
1.0
0.5
0.5
7.0
PPARC

Tech
0.0
0.25
0.25
0.25
0.5
0.5
0.5
0.25
0.0
0.0
2.5
PPARC

Students
1.0
1.0
1.0
0.5
1.0
1.0
0.5
1.0
1.0
1.0
9.0
*

Comment:  *10.5 SY are PPARC funded, 1.5 SY are EU funded.  The total of 19.5 student years for ECAL + TRIGGER is split roughly 14 PPARC and 5.5 from other sources.

BRUNEL














95/6
96/7
97/8
98/9
99/0
00/1
01/2
02/3
03/4
04/5
Total
Funding

ECAL













Staff
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
20.0
HEFCE

RA/Fellow
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
10.0
PPARC

Eng
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
5.0
PPARC

Tech
1.5
1.5
1.5
1.5
1.5
1.5
1.5
1.5
1.5
1.5
15.0
PPARC

Students
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
20.0
*















TRACKER













Staff
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
10.0
HEFCE

RA/Fellow
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
20.0
PPARC

Eng
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
5.0
HEFCE

Tech
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
 0.5
5.0
HEFCE

Students
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
20.0
*

Comment: * The total of 40 student years for ECAL + TRACKER is split 30 PPARC and 10 from other sources.

Appendix B continued
ICSTM














95/6
96/7
97/8
98/9
99/0
00/1
01/2
02/3
03/4
04/5
Total
Funding

ECAL













Staff
1.25
1.25
1.25
2.0
2.0
2.0
2.0
3.0
3.0
3.0
20.75
HEFCE

RA/Fellow
3.0
3.0
3.0
3.5
3.5
3.5
3.5
4.0
4.0
4.0
35.00
*

Eng
0.75
0.75
0.75
1.0
1.0
1.0
1.0
1.0
1.0
1.0
9.25
PPARC

Tech
2.25
2.25
2.25
2.5
2.5
2.5
2.5
2.5
2.5
2.5
24.25
*

Students
3.0
3.0
3.0
3.0
3.0
3.0
4.0
4.0
4.0
4.0
34.0
PPARC















TRACKER













Staff
1.25
1.25
1.25
2.0
2.0
2.0
2.0
3.0
3.0
3.0
20.75
HEFCE

RA/Fellow
3.0
3.0
3.0
3.5
3.5
3.5
3.5
4.0
4.0
4.0
35.00
*

Eng
0.75
0.75
0.75
1.0
1.0
1.0
1.0
1.0
1.0
1.0
9.25
PPARC

Tech
2.25
2.25
2.25
2.5
2.5
2.5
2.5
2.5
2.5
2.5
24.25
*

Students
3.0
3.0
3.0
3.0
3.0
3.0
4.0
4.0
4.0
4.0
34.0
PPARC

Comment: For this document an equal division between the ECAL and TRACKER has been assumed.  This balance may change and will depend on the detailed programme of activities for which ICSTM takes responsibility.  It is too early to state accurately what these responsibilities will be.

*The 70 RA/Fellow man years are 53 PPARC and 17 EU funded.

*The 48.5 Technician man years are 32.5 PPARC and 16 HEFCE funded.

APPENDIX C - UK Institutional Responsibilities TC  "APPENDIX C - UK Institutional Responsibilities" \l 1 
Bristol
Calorimetry


Custom software for the regional centre


The database for the regional centre


Management of regional centre tasks


Design and production of calorimeter global trigger processor

Brunel
Calorimetry


Crystal quality control and radiation tolerance


Quality control for the regional centre

Brunel
Tracker

Development and prototyping of the silicon module and its integration with the online system in collaboration with IC and RAL


Radiation hardening of the silicon detectors


Quality control of the detector silicon.

IC
Calorimetry


Mechanical design and prototyping


Design and production of jigs, mandrells and associated equipment for the regional centre


Quality control for the regional centre


Management of regional centre tasks

IC
Tracker


Design of the full readout electronics chain for the CMS tracker.  Partial procurement of this system

RAL
Calorimetry


Mechanical design and prototyping


Very Front end electronics design and procurement


Design, operation and management of Regional Centre

RAL
Tracker


Front end driver development
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Collaboration with British Industry

General Comments

Our commitment to working closely with British industry has alread been demonstrated by the 3 PIPSS awards we have received.  We hope that this fruitful collaboration will continue.  There will be opportunities for UK firms across the entire spectrum of work in CMS.  However we will be best placed to facilitate tendering in those areas for which we have direct responsibility.

The Electromagnetic Calorimeter

We plan to be responsible for the procurement of 50% of the very front end readout electronics.  This is an area where the required technology is widely available in the UK. 

The establishment of a regional centre in the UK, for the production of calorimeter modules, is likely to result in significant opportunities for British firms.

The Tracker and DAQ

The optical links are required to read out 3 million silicon strips and 11 million microstrip gas chambers.  This large application is the main motivation for UK manufacturers and also offers other related business.  The full cost of the CMS tracker readout (£15-20M including prototyping) is beyond the reach of any single country and a common fund for the tracker is envisaged for common items such as electronics.  We are already working with UK industry on optical components and module production.

Front End Driver Boards are likely to be produced in UK industry as well as other ASICs, e.g. the optical driver chip. UK manufacturers (EEV and Micron) are strong candidates for some of the large volume of silicon microstrip detectors, even though this is not our prime responsibility.

The Superconducting Solenoid

The most expensive item in CMS is the superconducting 4 Tesla solenoid.  This project will cost 75 million swiss francs, to be shared amongst the whole collaboration.  E Baynham (RAL) will be a member of the Magnet Technical Board.  Through such contacts we will endeavour to involve UK firms in the project.
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Fig. 3.1  Three-dimensional view of the CMS detector

Fig. 3.2  Longitudinal view of the CMS detector
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