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At the last meeting of the PPESP we were asked to provide more information, via the
referees, of our planning for the next two years and expand the information on the
organisation of the collaboration, especially in the UK. In section 2 we address these
points from the standpoint of the Tracker and DAQ activities, and in section 3 we consider
the ECAL project. In section 4 we respond to the Panel's request for information
concerning UK off-line software responsibilities.

2. UK Involvement in the CMS Tracking and DAQ activities

The UK groups have taken responsibility for a major part of the readout system as’
explained in previous submissions, namely the Front End Electronics and the VME
receiver module [Front End Driver (FED], which constitute two of the three main
elements. The FED is at the interface between readout electronics and data acquisition
system and, in the longer term, emphasis on this aspect of the readout will increase. The
programme for the next two years, up to the time of the sub-system Technical Proposals,
requires the completion of the major part of the developments required before production
can commence. A series of intermediate stages have been defined to monitor progress
over that period. The two principal goals are to make a decision on the optical technolo
required to transfer data from the tracking volume (mid-1996) and to have a full readout
chain operational (end 1997).

The intermediate steps which have been discussed and endorsed by the CMS tracker
management and presented by the collaboration to the LHCC referees are listed below,

followed by a more detailed explanation. Those which directly involve UK groups (apart
from overall management and coordination) are indicated.

2.1 Summary of Milestones

28 February 1996  Transceiver under test

31 March 1996 Neutron irradiation tests of laser diodes

30 April 1996 APV6 submitted ’ UK
128 channel DMILL front end chip submitted

31 July 1996 Final decision on choice of optical technology

30 September 1996 Beam test of prototype FED UK

Definition of further milestones for optical link
30 November 1996 Design of analogue/digital driver for ROC

31 December 1996 APV6 evaluated ' UK

Decision on radiation hard process(es) for production
MSGC algorithm (for front end chip) defined
Control and monitoring hardware defined

28 February 1997  Design of CMS FED UK

30 April 1997 Irradiation of complete APV6/DMILL chip UK
128 channel MSGC design ready for submission UK



[image: image3.png]31 July 1997 Front end driver with CMS architecture UK
First ROC chip produced

31 December 1997 Full readout chain operational ‘ UK

In December 1997 we expect to submit the Technical Design Report for the CMS tracking

system, in which planning, project management and milestones for the construction
period will be described in detail.

2.2 Detai 1 nes MS track troni

28 February 1996  Transceiver under test

The transceiver is the component of the MQW modulator based optical link which
contains the CW laser, waveguides and optical splitters to direct light to and from the

reflective modulator. The first prototype is expected from the manufacturers in early 1996
and it is under test in their laboratory.

31 March 1996 Neutron irradiation tests of laser diodes

One of the principal alternatives to the modulator optical link is an active transmitter
based system with directly modulated semiconductor lasers contained within the detector
volume. Some of these have been evaluated and are known from manufacturers
information to be extremely reliable. Radiation damage studies with gammas have been
carried out in 1995 which showed them to be very hard to ionising radiation. A crucial
missing piece of information is their tolerance to heavy particle irradiation. The key data
required on optical components will then be available in time to make the technology

decision in mid 1996. At the time of writing (April 1996) the tests are underway in SARA,
Grenoble

30 April 1996 APV6 submitted

The APV6 is the next version of the radiation hard front end chip. It is working in a 128
channel version produced in a Harris bulk CMOS process, the APV5, and a few faults
require correction before it can be considered satisfactory for LHC operation. These will be
incorporated, along with some design improvements and new features, in the APV6. The

design is complete and presently (April 96) undergoing final checks and tapes will be
delivered to Harris in mid-May.

128 channel DMILL front end chip submitted

A similar chip to the APV6 is under development in a second radiation hard technology,

DMILL, in France. A 32 channel chip was designed in 1995 and demonstrated to work.
The first 128 channel version was submitted in March 1996.

July 1996 Final decision on choice of optical technology

The readout’system proposes to transfer analogue data from the front end modules to the
external data acquisition system using an optical link. There are a few possibilities for the
choice of technology, of which the leading candidate is the MQW reflective modulator
technology being developed by RD23. However there are some concerns about the final
costs of such a system, which is based on non-standard components. It is a complex
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[image: image4.png]system with demanding specifications for several of the elements. Although fibre optic
technology is a rapidly evolving field, there are few currently available alternatives. The
most promising are integrated semiconductor laser arrays or LEDs, which may suffer from
worse radiation tolerance and long term reliability. These would provide a simpler system
at the price of increased power dissipation.

Since there are relatively few people active in this area and specialised expertise is
necessary in the evaluation and implementation of optical technology, we are not able to
fully implement each of the alternative solutions. The development costs are also an
important issue. By mid 1996 we will have evaluated the first commercial optical
transceivers necessary to construct a MQW modulator based link, several new versions of
the packaged modulators and a better understanding of the costs of the system, including-
lasers, optical cables and connectors. We plan to re-evaluate the status of the various

options and make a choice between the passive modulator technology or active
semiconductor transmitters.

30 September 1996 Beam test of prototype FED

The first prototype FED is now being tested in the lab, with five more in production. As
part of the testing it will be important to evaluate it in a beam environment, with a
working front end readout chip. This will also be a valuable step forward in building a
team around the activity, especially in the software area, and offers the opportunity to
recruit other groups and individuals, some from outside the UK, into the activity.

Definition of further milestones for optical link

Following the decision on the choice of optical technology, the timescales for
implementation of the system can be better defined. This will generate additional
milestones for the period up to end 1997 and beyond.

30 November 1996 Design of analogue/digital driver for ROC

The control and monitoring electronics to be mounted inside the detector volume is
expected to require more than a single chip. Several functions are required: driving
analogue signals from detector to the FED, receiving and distributing digital clock, trigger
and control signals, sending monitoring data from the tracker volume. Probably the most
critical part for the production timescale is the analogue driver and receiver which will be
required on the detector hybrid. A design will be carried out so that a chip can be
fabricated in time to match the start of production in 1998.

End 1996 APV6 evaluated

The current version of the front end chip is the APV5, which is a 128 channel radiation
hard circuit which uses the Harris AVLSI-RA 1.2um bulk CMOS process. It contains
amplifier, 132 element deep pipeline (plus buffers), analogue signal processing elements
on each channel, plus digital control logic and multiplexer. The chip was tested in a beam
in July and is fully operational. However, there are a number of areas where performance
is not fully satisfactory and a bias generator circuit has also been developed which will
simplify the setting up and operation of the chip. We expect the APV6 to be delivered in
late summer to autumn of 1996 and evaluated by the end of the year.



[image: image5.png]Decision on radiation hard process(es) for production

We believe that more than one commercial source of radiation hard front end chips is
essential in case of manufacturing problems and to guarantee cost and performance
specifications are met. At present, the most promising alternatives are the Harris AVLSI-
RA process and the DMILL process, which is due to become a stable, fully commercial,
process in 1996. Evaluations of individual transistors from a series of Harris runs and one
DMILL run have been carried out and the results are very similar. A 32 channel prototype
chip functionally similar to the APV5 has been produced in a recent DMILL run and is
being evaluated. Cost estimates have been obtained from Harris but not yet from Matra-
MHS who will take over the DMILL process. It should be possible to conclude if the two
processes are acceptable in performance and cost. If so, we can begin to plan with the
manufacturers the schedule of submissions and deliveries, since they typically plan their
fabrication schedules at least one year in advance. If either of them appears unsatisfactory,
we will consider in which alternative process to produce a back-up chip.

MSGC algorithm (for front end chip) defined

Studies have been carried out on the optimal signal processing for MSGC signals, which
should be simple to implement in a variant of the APV6. A number of algorithms appear
to be satisfactory but, when the final specifications of the MSGCs are better defined (eg
gain, gas mixture, etc) it will be possible to reach a final conclusion as to which one to
implement. A chip optimised for MSGC operation can then be produced.

Control and monitoring hardware defined

The control and monitoring tasks required for the tracking system are presently being
defined. It will be necessary to monitor temperature and control MSGC high voltages, as
well as a number of other less critical functions. Various environmental data will also be
transmitted from the system, including data from the alignment system. Although critical
control functions must have separate data streams from physics data it is desirable to
make use of the same hardware as far as possible to minimise development, cost and
material. A clear definition of the system requirements should be made by this time.

28 February 1997  Design of CMS FED

As the FED is a complex board, it was felt desirable to have some intermediate stages in its
development which could be monitored. Regular progress meetings are already being

held but at this point a well defined module design should have been completed to allow
production for mid 1997.

30 April 1997 Irradiation of complete APV6/DMILL chip

Although many detailed irradiation studies have been carried out and the Harris and
DMILL processes appear to be very hard, no full size chip has yet been similarly studied
and it is possible that defects in the design could show up at the system level. This is not
thought likely because simulation of the chip during the design phase includes evaluating
its sensitivity to parameter changes using models of, eg, threshold voltage shifts consistent

with measurements. However it will be another important step forward to demonstrate
the validity of the simulations with a full chip.
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A version of the APV6 (or DMILL equivalent) is required which is optimised for MSGCs
instead of silicon microstrips. This design will be carried out in late 1996 and is expected to
be submitted in mid-1997.

Mid 1997 Front end driver with CMS architecture

A VME module implementing the principal DAQ functions (A /D conversion, elementa
digital data processing and storage) and using a VME64 interface should be produced. it
will also contain the timing and control ASIC to enable clock and trigger transmission
from the central source to the front end modules. It will thus satisfy the major
requirements of CMS at the required density. The final module development will begin
from this point which should consist mainly of optimisation of functionality and
integration into the overall DAQ system.

ROC chip produced

The ROC chip is envisaged to be a multi-functional element which interfaces the front end
to the optical link and provides a means of distributing control and monitoring
information throughout the system. It should add minimal extra material and power to
the system. It will probably consist of a small number of chips. At present the definition of

this element is underway and the key functions should be implemented in an ASIC to be
available at this time.

End 1997 Full readout chain operational

A hybrid module containing fully functional front end chips, plus optical link and Front
End Driver module should be operable at this time. Following this milestone, we could
begin production of the major elements.

2.3 Tracker/DAQ Organisation
231 General CMS Tracker organisation

Like all sub-detector systems, the tracking system project is managed according to the
CMS model explained in a previous submission. Briefly, there is an Institution Board
representing the collaborating groups, which has the ultimate decision making authority
within the project. The technical issues are discussed and decided within the Technical
Board which is made up of coordinators for general areas, eg the silicon strip part of the
tracker, or electronics, and coordinators for specific sub-projects, such as the Barrel Silicon
tracker prototype (Si-B1). Each principal coordinator has (or will have) a deputy to ensure
continuity and sharing of tasks. The principal coordinators and the project manager form a
smaller management team which discusses detailed strategy, in part because, at present,

there is no overall individual Technical Coordinator. A Technical Coordinator is expected
to be identified in the coming months.

An organogram of the Tracker management structure is given below showing the
principal interconnections; clearly one task of the inner working team is to reflect the need
for more cross-linking than is visible in a hierarchical diagram. Several coordination tasks
do not yet have names attached, such as alignment and control and monitoring,.



[image: image7.png]Nominations are presently being received to make appointments. In addition to the
various sub-projects, there are a few working groups which pervade the entire project. At
present these cover radiation damage, beam tests, and optimisation of the overall design.
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2.3.1.1 Readout electronics coordination

The management structure of the tracker electronics is still under review. There are only a
few groups so far contributing very actively but, as the prototyping gains pace, it is
expected that this will change. At present, in one area of main UK responsibility, the front
end electronics, French groups are undertaking the design of DMILL chips and will be
responsible for testing. Padova (Italy) have already carried out valuable testing of front
end electronics and are planning to continue. Similarly for the Front End Driver, several
groups have expressed interest in participating in tests and some of this should lead to
increased involvement, possibly in design and manufacture.

The readout system is effectively structured into a series of working groups with specific
tasks, giving the main responsibility to the people working on each activity. Among the
tasks will be to provide a written specification of each component of the system and to
ensure adequate documentation of the project. It is proposed that each working group

will be chaired by one individual to be responsible for organising meetings and design
reviews.
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2.3.1.2 CMS Tracker Readout and DAQ

The consequences of the large tracking detector on CMS data acquisition are very
apparent because of the data volume: 85% of the average digitised event size is made up
from tracking information so the tracking readout system has the greatest impact on the
CMS DAQ system and, ultimately, the performance of the detector and the resulting

physics capability. It needs careful attention as the CMS DAQ system will contain a great
deal of sophisticated hardware and software.

The overall structure of the Trigger-DAQ organisation is summarised in figure 20.8 of the
CMS Technical Proposal. Figure 3 of the present document shows in more detail the part
directly relevant to the overall readout; the shaded area represents those members who sit
on the Trigger-DAQ Technical Board. It can be seen that UK Personnel (W. Haynes and R
Halsall) occupy key positions in the structure. Although the main thrust of UK effort is
currently directed towards the Tracker readout, this involvement of UK individuals in the

DAQ management structure will be crucial in the longer term in order to ensure a smooth
integration of the complete system.

DAQ software aspects are discussed in the next section. The key coordinating and
management responsibilities in the DAQ project do not imply a major role in writing
software for CMS generally although we will naturally be writing software to ensure the
tracking readout integrates into the DAQ. This is part of our task since we are providing
the readout hardware. As a consequence we will inevitably have an influence on the
software, eg standardisation and modelling, and integration of other detector systems
which explains the links in the organogram to other subdetector projects. The design of the
tracker Front End Driver will lead to the basic implementation of all subdetector Front
End Drivers which must ultimately be linked into the fast dual-ported readout memories

of the DAQ system. Thus there is strong UK presence in both overall readout integration
and software-related aspects within the DAQ.

2.3.1.3 CMS Readout and DAQ Software

The provision of test and final “detector-specific” software already mentioned must be
compatible with the rest of CMS and must satisfy the demand for long-term
maintainability. As a consequence, UK personnel are also in responsible positions within
the area of DAQ software. Figure 4 shows an expanded organogram of how the DAQ
Software is currently organised within CMS. Overall standardisation issues such as

7



[image: image9.png]operating systems, workstation types, libraries and packages, etc., are handled by
personnel resident at CERN (led by W. Jank).
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Front-End Drivers

R.Halsall RAL [ — — — Coordination link with FED Engineers
|
Readout
Dual Ported Memories |— — — — Coordination link with DPM Engineers

A.Fucci, CERN
|
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|
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Fig.3 Expanded Organogram relating to the CMS Data Acquisition Readout

The box labelled “DAQ Software” under the leadership of W. J. Haynes, covers several
items. Detector and.Online Controls refers to the specific handling of hardware electronics
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[image: image10.png]within the DAQ chain. CMS “Slow Controls” has been established as a separate project,
dealing with issues such as voltage and gas control and monitoring, database constants of
detector components, calibration constants, etc. Here we are concerned with “fast” DAQ
software engineering and the necessary organisation of firmware and controls to drive the
data flow through the system from front-end electronics to mass storage. A more
accurately descriptive title would be '“Data Flow Controls Software and Firmware” which
is at the heart of the DAQ system and the fabric of integration of all electronics hardware
into a sophisticated computing engine. It is the real-time “driving” software that sits at the
critical hard-/soft-ware junction, eg the synchronisation of all readout subsystems with
the DAQ event management, error detection and the establishment of what is monitored
in hardware and what is assigned to software.
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Fig. 4. Expanded Organogram of the CMS DAQ Software Organisation

The architecture of the electronics and readout, coupled with event building, management
and filter farm structure, effectively engineers the main features of the software. However,
the amount of sophisticated custom software to be written for the experiment and linked
to commercial packages (where appropriate) is immense. The task must be carefully
managed to succeed and coordination is closely coupled with hands-on experience with
the critical electronics elements as they evolve. Due to the influence of the tracking data on
the DAQ system, there must be a UK contribution for the long-term success of both
projects. From the UK, the personnel currently involved are W. J. Haynes, J. A. Coughlan
and G. Noyes from RAL.
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The three UK groups involved in the CMS tracker readout system (ICSTM, Brunel, RAL)
do not believe that a complex management structure is required to organise their
activities. The UK personnel involved in the Tracker and DAQ projects are viewed as a
single unit, regardless of institute, department or division and they will be coordinated by
representatives from each group who meet regularly: G. Hall, W. J Haynes and S. Watts.
They will be reporting regularly to the UK CMS Project Management Committee ensuring
that overall progress will be monitored closely.

The core team is comprised of personnel who have long term commitments to CMS
(G.Hall, M.Raymond, M. Millmore (ICL) , M.French, R.Halsall, G.Noyes (RAL Electronics),
J.A.Coughlan, W.J.Haynes (RAL PPD) , S.Watts (Brunel)). In addition to this nucleus there
are term RAs and technical staff. The details of the total manpower complements were
given in previous submissions. The latest rolling grant requests were submitted in
January. The requests do not include new staff positions for CMS. We strongly hope that
possible future funding restrictions will not result in a reduction of staffing levels for CMS.

If such a reduction were to become necessary, the consequences could only be worked out
when the detailed situation became clear.

An important task over the next two years is to define fully the function and operation of
the UK Regional Centre for the Tracker in collaboration with our colleagues in CMS. This
depends in part on the level of participation in the readout system development by other
members of the collaboration. Such additional involvement is expected to occur as the

emphasis shifts from the large prototype systems now under construction, which will be
instrumented with non-radiation hard PreMUX chips read out with conventional ADCs
using standard VME DAQ, to the production of the final CMS readout system. At present
the major emphasis of activities throughout CMS is on the prototyping necessary to
complete the Technical Design Report and the installation of the organisational structures
necessary to manage the project from now on.

The UK Regional Centre is seen as a coherent entity dedicated to the production and
testing of front end chips, assembled hybrids and Front End Driver modules. Tested
hybrids or chips will be passed to other centres for assembly of modules. The specific
responsibilities of UK CMS personnel involved in the tracking readout are:

G.Hall CMS Electronics Coordinator
CMS Tracker Electronics Project Manager

Overall coordinator of all aspects of Tracker Electronics testing &
installation

W.J.Haynes CMS DAQ Readout Project Manager
CMS DAQ Data Flow and Controls Software Coordinator

Software for Readout installation into DAQ

S.Watts Radiation-Hard Management

M.Frepch Front-End APV6

RHalsall ~ CMS Tracker Front-End Driver Hardware Implementation
Coordinator for Front-End Driver subsystems into CMS DAQ
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& M. Millmore

G.Noyes Software for Tracker Front-End Driver and DAQ installation
J.A.Coughlan Software for Tracker Front-End Driver and Operator interfaces

We envisage some focussing of responsibilities in the UK by institute to match the skills of
staff available:

ICSTM Testing of front end chips, assembly and testing of hybrids
Testing of Front End Drivers at system level

Brunel Testing of front end chips,with special emphasis on radiation
tolerance monitoring.
RAL Development of Testing of Front End Drivers at system level

3. UK Involvement in the CMS ECAL and Trigger

3.1 UK ECAL Milestones

The following list shows our refined milestones including those for the trigger. It indicates
how the UK milestones, where appropriate, relate to the CMS-wide milestones of the
collaboration and the 1997 CERN Review, and names the principal people carrying out the
individual tasks in contributing to the milestones. The names of the lead people are

written in italics. The CMS Milestones are taken from the CMS Meeting with LHCC
referees on September 4th 1995.

3.1.1 Prototyping, research and design

1) Completion of preparations for tests of prototype PBWO4
crystal matrices at CERN. Apr 1996.

UK Deliverable : 76 preamplifiers (RAL).
: 50 channel bias control and signal
distribution box (RAL).

2) Decision on the final design for the very-front-end
electronics. Jul 1997.

Deliverable : Rad hard prototype circuits meeting ECAL
specifications for dynamic range, linearity and noise (RAL).

3) Completion of radiation hardness studies of Avalanche
Photodiodes. Jul 1997.

Delivéfable : Written report and recommendations for the
operation of APD's in the barrel ECAL (RAL, Brunel).

4) Radiation hardness studies of PbWO4 powders Jun 1997.
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dependance (Brunel).

Items 1) and 2) are mainly the responsibility of the Electrical Design and Control group at
RAL led by J. Connolly. The work will be done by R. Stephenson and E. Bateman in close
liaison with K. Bell and D. Cockerill in the Particle Physics Department at RAL. K. Bell and
D. Cockerill will be responsible for overseeing the commissioning of the RAL
instrumentation in the test beam. C. Seez (ICSTM) has overall responsibility for
coordinating the CMS ECAL test beam activities at CERN.

Item 3) involves J. Connolly, R. Stephenson, E. Bateman, K. Bell and D. Cockerill (RAL) and
1. Bond (Brunel).

Item 4) will be carried out by A Holmes-Siedle at Brunel.
Item 1) is on the critical path for PbWO4 test beam work in 1996. The system will be used

to instrument a prototype matrix of 100 crystals. This system complements an existing 50
channel system built by RAL for the CERN beam tests in 1995.

A principal objective of the beam tests is to demonstrate that a resolution of 0.6% or better
at 100 GeV can be achieved in a test array which is a realistic model of the final system.

Attaining this resolution by the end of 1996 is an official CMS milestone for the CMS
ECAL.

Item 2) is a CMS ECAL milestone. RAL is a lead institute in this development. Item 3) is
closely coupled to item 2). The APD R&D extends to mid 1997 at which point there is a
CMS ECAL Milestone for the selection and procurement of APD's.

Items 1) - 3) are on the critical path for the Cern Review of CMS in 1997.

3.1.2 Calorimeter design

1) Completion of load measurements on a prototype alveolar
structure using titanium. Jul 1996

Deliverable : Performance data from a physical prototype (RAL).
2) Completion of a FEA model of titanium cell structure. Jul 1996

Deliverable : Written report comparing the performance of
the physical and computed models (RAL).

3) Decision between design options for ECAL support structure. Jul 1996

Deliverable : Single agreed conceptual design (CMS ECAL
Group, incorporating input from the UK design team).

4) Completion of detailed design. Jul 1997
Deliverable : Comprehensive set of engineering drawings
(RAL, CMS ECAL Group).

5) Tendering exercise for front end components. Dec 1997
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[image: image14.png]Deliverable : Cost/delivery schedule for components required
for assembly at the Regional Centres (RAL/CMS ECAL Group).

Items 1) and 2) will be carried out by L. Denton and B. Smith in the Mechanical Design
group at RAL, led by J. Connolly. This work, and related prototyping studies, will be in
preparation for the CMS ECAL milestone of item 3) which will also involve K. Bell and

D. Cockerill from the Particle Physics Department at RAL. The choice of the final design
will inter alia be based on the results of physics performance studies performed by

B.W. Kennedy at RAL. '

Item 4), is a CMS ECAL milestone and a part of the CERN CMS Review in 1997.
Item 5) will be carried out by J. Connolly (RAL), the Regional Centre Project Manager, and

D. Imrie (Brunel), the Regional Centre Resource Manager through a centrally (CMS)

coordinated manufacturing programme for all items required by the Regional Centres for
assembly and build.

3.1.3 Regional Centre

1) Completion of a test beam facility at ISIS for quality control of
full sized crystals (light yield measurements as a function of
position in the crystal) Jul 1996.
Deliverable : Working system (Bristol, Brunel, ICSTM, RAL).

2) The complete implementation and commissioning of a
spectrophotometer for crystal quality control. Oct 1996.

Deliverable : Reproducible longitudinal transmission
measurements for full sized crystals (Brunel).

3) Completion of a prototype system for the quality control of
crystal/ APD/Preamp assemblies during production. Jun 1997.

Deliverable : Reliable data for quality control
(Bristol, ICSTM, RAL).

4) Database implementation. Jun 1997.

Deliverable : First functional database able to exchange
data with CERN (Bristol).

5) Final designs for Regional Centre tooling. Dec 1997.

Deliverable : Engineering drawings
(Bristol, ICSTM, RAL).

6) Refurbishment of allocated lab space. Jun 1997.

Deliverable : Clean assembly labs
(Bristol, Brunel, ICSTM, RAL).
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Deliverable : Jigs, tools, electronics and associated equipment
(Bristol, Brunel, ICSTM, RAL).

8) APD and Front End Electronics test rig. Dec 1997.

Deliverable : Reliable data for quality control (Brunel)

All the items in this section are concerned with the preparation for the ECAL Regional
Centre. The milestones are those that we have established for the UK, in order to be ready
for production in 1998. The formal CMS ECAL Milestones for the Regional Centres are not

yet finalised.

Item 1) will be undertaken with all the UK institutes contributing at some level. However
the core team will be based at RAL and will consist of K. Bell, D. Cockerill, P. Flower,
A. Lintern and M. Sproston from PPD and R. Stephenson from EDC.

Item 2) Brunel :

Item 3) Bristol :
ICSTM

RAL

Item 4) Bristol :

Item 5) Bristol :
ICSTM :
RAL :

Item 6) Bristol :
Brunel :
ICSTM :
RAL

Item 7) Bristol :
Brunel :

ICSTM :

RAL

Item 8) Brunel :

P. Hobson

H. Heath, E. Reid, T. Llewelyn, R. Head
New Lecturer + W. Cameron, G. Davies
as for item 1)

H. Heath, T. Llewellyn + new R.A.(Oct 1996) in collaboration with the
University of the West of England (UWE). This work will also involve
the Regional Centre data handling contacts at Brunel (a transferred

OPAL postdoc), ICSTM (A. Jamdagni, P. Brambilla) and RAL (B.W.
Kennedy).

R. Head

D.G Miller, D. Clark, 1. Clark, G. Bedryjowski
J.Connolly, L. Denton, B. Smith

R. Head, H. Heath
D. Imrie
D.G. Miller

J. Connolly, B. Smith, A. Walker

R. Head, S. Nash
D. Imrie
D.G. Miller, D. Clark, I. Clark, G. Bedryjowski,

L. Toudup, D.N. Gentry, M. Khaleeq + new elect tech
J. Connolly, B. Smith, A. Walker

D. Imrie, C. Selby + postdoc (from Sep 1997)
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[image: image16.png]3.1.4 Trigger

1)  Test and review global processor prototype card. Nov 1996.

Deliverable : Production of a card containing a prototype ASIC
with i/o circuitry. Written report on the results (Bristol).

2) Trigger and Data Acquisition Intermediate Design Review. Nov 1997.
Deliverable : Written report (Bristol/CMS).
Both items are CMS Trigger Milestones.

Item 1) Bristol : G. Heath, U. Schafer, C. Purves

Item 2) Bristol : G. Heath, U. Schafer, C. Purves, D. Newbold (to Oct 1996),
new R.A. (from Oct 1996).

3.2 ECAL Organisation

We have further refined the UK ECAL organisation, particularly for the ECAL Regional
Centre project. An organogram showing the organisational structure for the project is
shown in figure 5. The individual responsibilities for each person are listed below.

3.21 CMSECAL Regional Centre Organisation

The job description/role of each named person, their executive responsibilities and their
relationships with each other:

R.M.Brown.......... UK CMS Budget Holder.

Management of the UK CMS budget with responsibilty for controlling overall
expenditure.

DJ.A.Cockerill.......Convenor UK-ECAL Project and Interface with other Regional Centres.
Responsible for the overall coordination of the UK ECAL programme with particular
emphasis on the UK ECAL Regional Centre project. Responsible for the interface with the
three other CMS ECAL Regional Centres and with the CMS ECAL Management.

D.C.Imrie.......... Resource Manager and Brunel Site Manager.
Responsible for the UK ECAL Regional Centre resources, i.e. finance, effort, equipment

and the spend profile, in close consultation with the UK Regional Centre Project Manager.
Site Manager of the UK Regional Centre activities at Brunel

J. Connolly.........UK Regional Centre Project Manager and RAL Site Manager.

Project Manager responsible for managing the operation of the UK Regional Centre and
for coordinating the activites at the four sites. This includes the control of the project to
ISO 9000 standards and the import/export control of all necessary goods and completed
detectors. Site Manager of the UK Regional Centre activities at RAL.

D.G.Miller......... ICSTM Site Manager.
Site Manager of the UK Regional Centre activities at ICSTM.
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[image: image18.png]R.Head............. Bristol Site Manager.
Site Manager of the UK Regional Centre activities at Bristol.

H.Heath............ Data Base Manager.
Responsible for setting up and running the ECAL Regional Centre Database in the UK,

incorporating the data from the four UK sites and interfacing to the overall Regional
Centre database at CERN.

Responsible for coordinating the quality control at all the UK ECAL Regional Centre
institutes and for quality control normalisation with the other CMS ECAL Regional

Centres. Responsible for carrying out regular quality control measures on detector
elements produced at the UK Regional Centre.

W.Cameron.......... Frontend Integration Coordinator.
Responsible for frontend integration of the detector, at ICSTM and Bristol. This includes

responsibility for the design and preparation of jigs, and assembly and testing schemes
necessary for the incorporation of the front end systems of the CMS ECAL.

The site managers will be responsible for the provision of appropriate laboratory space
and all equipment necessary to carry out their UK ECAL Regional Centre activities, the

provision of suitable staff and the coordination of the production programme with the UK
Regional Centre Project Manager.

The UK ECAL group carries out all project planning using Microsoft Project. Spreadsheet
information is set up and maintained using Excel and all documentation is prepared using
Microsoft Word 6.0. All work carried out by the Electrical Design and Control group at

RAL will be through the ISO 9000 QA system. We expect this level to be adopted across
the UK ECAL collaboration.

Since the design of the barrel ECAL has not yet been finalised it is difficult, at this stage, to
carry out a full critical path analysis for the Regional Centre project. However this will be

one of the main tasks for the Regional Centre Project Manager as soon as the programme
is well defined.

4. Off-line Software Responsibilities

Members of the UK CMS groups are active in several areas of software. K.W. Bell (RAL) is
the UK representative on the Software and Computing Board, which is responsible for
managing the CMS-wide development of software. G.N. Patrick (RAL) represents the UK
on the Computing Model working group, which has the task of modelling the data flow
between CMS computing centres, and specifying the computing infrastructure to meet the
needs of the experiment. Within the ECAL project, C. Seez (ICSTM) is the CMS ECAL
simulation coordinator. B.W. Kennedy (RAL) currently represents the UK groups on the
ECAL Software and Object-Oriented Technology working group.

At present, much of the UK ECAL software effort is directed towards simulation studies.
B.W. Kennedy (RAL) is studying the influence of different engineering designs on the

physics performance of the ECAL, complementing the mechanical design work in which
the UK plays a major role.

17



[image: image19.png]C. Seez and D. Graham (ICSTM) are carrying out physics studies to determine the
calorimeter performance required to detect the Higgs boson in its decay to two photons,
the process chosen as the benchmark in defining the ECAL performance goals. In addition
D. Graham has investigated the effect of the variation of light yield, as seen at the back of
the crystal, as a function of position along a lead tungstate crystal. He is attempting to find
limits on the acceptable longitudinal uniformity curve.

P. Hobson and S. Salih (Brunel) have carried out detailed simulations of the crystal array
to be used in the ECAL beam tests during 1996, to evaluate the effect of gaps between
crystals and have carried out generator level studies of Higgs decays to two photons. This
will be followed by the reconstruction of photons and electrons in the ECAL and the study
of a particular physics channel involving the ECAL.

Simulation work of this type is expected to continue until the final design of the ECAL
barrel and endcap sections is established. The experience thus gained will lead naturally to
the development of the CMS detector simulation and reconstruction software by members
of RAL, ICSTM and Brunel.

The ICSTM group has taken substantial responsibility for leading the CERN ECAL beam
tests. C. Seez (ICSTM) is the CMS ECAL test beam coordinator. The group has provided
most of the analysis software and is currently developing and testing algorithms to
combine information from the ECAL and HCAL to achieve the best possible hadronic
energy resolution.

D. Newbold, C. Purves, and H. Heath (Bristol) are conducting detailed Monte Carlo
simulations for the calorimeter level-1 trigger project. This work will be extended to
provide trigger simulation modules for the CMS detector simulation code and studies of
the CMS luminosity measurement. G. Heath and U. Schafer (Bristol) are responsible for
online test and control software for the trigger system.

H. Heath, T. Llewellyn and a new Research Associate together with the University of the
West of England (UWE), are developing an object-oriented distributed database system
for the storage of ECAL test and calibration data at the UK ECAL Regional Centre. This
work is taking place within the context of the CRISTAL project and builds on the work of

RD45. It will provide valuable experience of the technology prior to the development of
the main CMS data store.
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