Chris Brew



* Total Now:
— 1584 Job Slots T ——

— 650 TB of Disk 0 %

m Disk (TB) = CPU



— Replaced PNFS namespace with chimera
— Now at the “golden release”
— Simplified configuration

* One pool per server

* Individual pool groups for major VOs

* Minor VOs share “gen” pool groups

* Quota’d but setting default space tokens
e Causes problem with space publishing



has 32GB memory

* Still setting up but will quickly enable
“hidden” 8GB queue on Icg-CEs

* Will allow 16 or 24GB jobs via Glite-CE when
we’ve installed it.



Atlas ASLower
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 Windows 7 (64bit Professional) being rolled
out on Desktops (and a few Laptops)

* Home File System now available via WebDAV
— On Site, Via PPTP + a few sites that block PPTP



Windows

Scientific Linux

Other Linux

Support Matrix

Desktop

Fully Supported

Not Supported

Supported

Not Supported

Laptop

Fully Supported

Best Effort

Not Supported

Not Supported




Identical Server + SCSI
Raid Shelf

* Mirrored every few
hours with rsync

e Both failed within a few
weeks of each other

e Now on 2 Old Grid Disk
Servers




the 30yr old infrastructure

— Moved off an overloaded and failing Sub Station

— Had full inspection of test of our electrical
Installation

— Currently on temporary air conditioning while the
plant room is fully refurbished



* New Home File Servers
— Will look at LVM Snapshots for this

* Upgrade the core network to 2x10Gb/s Links

e Explicitly on the Tier 1 tenders for Disk and
CPU this year to spend the GridPP Money



