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Itinerary

• What is CHEP?

• Themes overview

• A Summary of Summaries

• Common themes

• Presentation highlights

• Conclusion
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CHEP - 2010

• The big Computational High-Energy Physics 
Conference

• Hosted by Academi(c)a Sinica, Taipei, Taiwan

• Opened by the Vice-President of Taiwan, 
Vincent Siew (蕭萬長)

• Good luck getting Nick Clegg in the UK!
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A brief slide about Taipei.

• Capital of Taiwan (Republic of China)

• Pronounced “Taibei” (臺北)
• Has an international 
baseball team.
• Has tons of Taoist, 
Buddhist and folk Temples.
• Filled with “Night 
Markets”
• Oh, and typhoon season is 
around October...
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A brief slide about Taipei.

• Capital of Taiwan (Republic of China)

• Pronounced “Taibei” (臺北)

• 
• 
• 
• Oh, and typhoon season is 
around October...

We can’t stop here; this is Typhoon Country!
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An overview of Summaries

• 7 Tracks of Parallel Sessions in total

• Event Processing; Online Computing; 
Software Engineering & Data; Distributed 
Processing & Analysis; Computing Fabrics & 
Networking Tech.; Grid & Cloud 
Middleware; Collaborative Tools*

• Each was summarised in 30 minutes on Friday.

• We’ll start with a summary of the summaries:
*we implicitly continue the agenda of 

Newton in pretending rainbows have 7 
colours...

Software Engineering & Data
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Event Processing

• GEANT4 (simulation)

• FAIR plans (GEANT4, event analysis trains)

• Analysis and I/O (GPU, etc)

• Software standardisation

• Alignment and calibration (brilliant pictures)
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Event Processing tag cloud

• Fabio Cossutti (INFN) Ryosuke Itoh (KEK) Oliver Gutsche (Fermilab)
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Event Processing
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Online Computing

• All LHC experiments ++good with real data 
taking. (DAQ eff > 90%)

• Emphasis on storage perf (at T0)

• Integration and automation!

• Data quality monitoring - and web access!

• Lessons learned: uniform stack (on and offline)
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Online Computing

• Harry Cheung (Fermilab) Niko Neufeld (CERN)
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Software Engineering, Data*

• Heterogeneity of talks (also mentioned in other 
summaries)

• multithreading cool

• performance monitoring tools

• lots of “new” cool things: go, svn, html5, 
CVMFS etc

• software recycling for small exps.

• Data archiving and preservation
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Software Engineering, Data *

• Marco Cattaneo & Stefan Roiser
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Software Engineering, Data *
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Distributed Processing and 
Analysis

• Successes

• First year LHC stuff, organised processing, 
phenix, ATLAS DDM

• Future Architectures

• FAIR, SuperB, Belle2, CDF, Fermi Space 
telescope

• Improvements

• Global FS, ARC, VMs, 
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Distributed Processing and 
Analysis
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Computing Fabrics and 
Networking Tech

• Storage, Storage, vms, management, multicore

• No: lustre (as a sole topic), IPv6

• Fabric management (puppet)

• Data management architecture reworking

• NFs4.1, EOS, CPU scaling, Clouds (expensive)
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Computing Fabrics and 
Networking Tech.

• Tony Cass
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Grid and Cloud Middleware

• Operations and Monitoring

• Data Management - EMI plans

• Clouds -H1Data (ceph!), Boinc+CVM+CoPilot

• Virtualisation, messaging, integration

• Pilot jobs (improvement of) 
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Grid and Cloud Middleware

• Markus Schulz
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Grid and Cloud Middleware
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Collaborative Tools

• Outreach Plenary

• Web2.0 internal/external communications 
(ATLAS), CMS collab. infrastructure

• Inspire, ATLAS Live, Glance information 
system

• EVO

• CERN Lecture archiving system, 

• AbiCollab (like google Docs)
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Collaborative Tools

• Joao Fernandes – CERN, Philippe Galvez – Caltech, Milos Lokajicek – FZU Prague
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So, the summary of 
summaries:

• The LHC works!

• Data Management is hard

• Multi-core, GPGPU are exciting

• Virtualisation and Clouds are hot topics.

• Talking to people is good.
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Presentation Spotlights

• A selection of the presentations that were most 
interesting.

• Subjective! Caveat Auditor!
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The LHC works!
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The LHC works!
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Data Management

• WLCG Data Management meeting 16 June.

• Many presentations sprung from this.

• New storage technologies evaluated.

• SSDs, Ceph, CERNVM-FS

• Archiving and long-term storage.
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Amsterdam Themes

• Storage themes:

• Dynamic data and Caches

• Consistency - Messaging

• Global filesystems (xrootd, mostly)

• NFS4.1/pNFS

• Archiving!
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“New” themes
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“New” themes
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Multi-Core, GPGPU and all 
that Jazz
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CPU scaling
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CPU scaling
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GPGPU use
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GPGPU use
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GPGPU use
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Virtualisation and Clouds

• Virtual machines promising

• but there are security and config 
implications

• Use of Clouds - works, but you still have to pay 
more (and aren’t they just VMs in a 
datacenter?).
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And another thing: 
EMI
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The best plenary

• Lucas Taylor’s CERN Outreach talk.
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The worst plenary (a moment 
of indulgence).

• ACER Marketing SSD talk.

• An object lesson in how marketing people will 
misuse graphs to attempt to mislead you.

• SLC (expensive) SSDs used for performance 
comparisons.

• MLC (cheap) SSDs used for price comparisons.

• Write performance carefully not explored 
much (15K HDDs and RAID0 both beat even 
some SLC SSDs at this).
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The summarised Summary, 
concluded.

• Data Management is hard.

• So we have to be cleverer about how we do 
it.

• But the LHC works.

• And lots of cool tech is waiting for us in the 
future, if we can use it.
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Conclusion

•謝謝你們。你們要訊嗎？
• (Thank you. Do you have any questions?)

Thursday, 4 November 2010



List of talks referenced.
•  EMI, the Future of the European Data Management 

Middleware (PS15-1-463)

• Standard Protocols in DPM (PS15-3-443)

• LHC Data Analysis Using NFSv4.1 (pNFS): A Detailed 
Evaluation. (PS35-4-289)

• ng: What Next-Gen Languages Can Teach Us About 
HENP Frameworks in the Manycore Era [114]

• Parallelizing Atlas Reconstruction and Simulation: Issues 
and Optimization Solutions for Scaling on Multi- and 
Many-CPU Platforms (PS18-3-126)

• Algorithm Acceleration from GPGPUs for the ATLAS 
Upgrade [273]

• Adaptive Data Management in the ARC Grid Middleware 
(PS21-1-156)

• When STAR Meets the Clouds – Virtualization & Grid 
Experience (PS44-1-322)

•  Tests of Cloud Computing and Storage System Features 
for Use in the H1 Collaboration Data Preservation Model
(H1 Collaboration) ( PS44-2-346)

• Establishing Applicability of SSDs to LHC Tier-2 
Hardware Configuration (PS35-3-288)

• Distributing LHC Application Software and Conditions 
Databases Using CernVM File System (PS06-5-434)

• CernVM: Minimal Maintenance Approach to the 
Virtualization (PS29-4-432)

• ATLAS, CMS, New Challenges for the Public 
Communication (PL-08)

• One Small Step: A View of the LHC Experiments' Offline 
Systems After One Year of Data-Taking (PL -02)

• How to Harness the Performance Potential of Current 
Multi-Core CPUs and GPUs (PL-04)

• CMS Centres Worldwide - A New Collaborative 
Infrastructure (PS34-2-267)
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