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= CERN (Tier-0) is the hub of all

Production (T2/T1/T0) activity
Simulation’s digizstion > CI'-l‘rt:(ljl égwsa’r CERN of all raw data

> All T1s have a full copy of dst-s

y = Simulation at all possible sites
dgi (CERN, T1, T2)

> LHCb has used about 120 sites on 5
CERN continents so far
FTS

> Donot need storage resources on T2
# Shared areaq, cpu

= Reconstruction, S’rripging and
Analysis at TO / T1 sites only

» Most of LHCb storage is here

> Some analysis may be possible at
“large” T2 sites in the future

digl Idst
= Almost all the compu’rin% (except

Reconstruction (11 / T0)
for development / tests) will be run
; on the grid.
User Analysis > Large productions : production team
» Ganga (Dirac) grid user interface
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(M) ssece g ecmotony LHCDb on the Grid

= DIRAC is LHCb's interface to the grid

» Written mostly in python

» Pilot agent paradigm

2 Fine grained visibility of grid to the jobs and DIRAC3
servers

= DIRAC3

» Re-writing of DIRAC using 4+ years of experience
» Main ideas / framework retained
Z Many changes in algorithms and implementations

» Security : Authentication & logging for all
operations

» Separate out generic and LHCb-specific modules

> Better designed to support more options
Z srm v2, gLite WMS, generic pilots, ...
b Z Job throttling, job prioritisation, generic pilots, ...

LHC
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DIRAC3 monitoring

nraja@ihch user (fC=UK/O=eScience/QU=CLEC/ =RAL/CN=raja nandakurnar) =

(K

Info

oystems

Data

celected Setup LHCh-Developrment

jobs = Monitar

Pr

Site:

LCG RAL uk

Job Status:| All

Monitar
oduction maonitor
Site summary
Filat summany

i g

Select: All Mone Action: Reset Kill Delete

Jaob ID:I Sort by: I._IuhID Descending
jUpdated aﬁer:l JnhGrnup:IAII

j I\JLILIIIIILI

ek | |25 vljuhs,nutnf:1812

18700

18703

18756

18757

O O O mwie O

18758

LHCD
| )

Jobld =

Status

hatched

Done

hatched

hatched

hatched

MinorStatus
Assigned

Execution
Complete

Assigned
Assigned

Assigned

ApplicationStatus
unk o

Failed To Save Joh

Clutputs {b

unknoen
unknoen

unknoen

= Authentication

1|2
Site JobMame
LCG.RAL uk 00000106 00005718
L R, seemE0E 00005721
h.IDL 06 00005745
Aftributes -
Parameters
Lagging info 0B_0000s7 46
StandardOutput
L Get LagFile 0B _0000s747
Actions »

> Not needed for browsing the jobs
> Needed to perform actions

Lastlpdate

[UTC]
2005-03-05

08:27:35

2005-03-07
05:59:46

2005-03-06
08:27:51

2005-03-06
08:51:17

2005-03-06
09:00:07

LastSignOiLife [UTC]

2005-03-07 07:41:44

2005-03-07 05:59:46

2005-03-07 07:42:52

2005-03-07 O7:42:19

2005-03-07 07:45:04
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J DIRAC WMS with generic

D I RAC 3 client Auth rules H:T;Eal
Workflow s —

- - Grid services I: - DIRAC services/components

LHCD

Pilot Agents

DIRAC
user

e

Agent

Job
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Pilot Job

Admini-
strator
Sve

Proxy download over DISET secure connection
DISET secure connection

Local database connection

GS| authenticated grid service connections
Local job execution (spawning)

getUserProxy

Pilot Job

Worker Node
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= Pilot job on the worker node : Regular LCG job
» Install job agent, check environment ...

= Talks to the DIRAC3 WMS
» Download job with highest priority
> Gets the required proxy of the job
= Implements site policy using glexec
» Primarily the site authorisation rules
2 Also extend proxies as nheeded through glexec

> In case of access denial, clean up the workload area and look for
hext matching job

> In case of approval, pass job wrapper script + user proxy o the
glexec utility for execution

# Separate process spawned by job wrapper
# Job wrapper runs in parallel to monitor the job

= When the job finishes
> Check environment and look for next matching job
> Clean up and exit when no matching jobs are available
= More information :
> https://twiki.cern.ch/twiki/bin/view/LHCb/DIRAC3Discussion

> http://indico.cern.ch/getFile.py/access?sessionId=4&resId=2&mate
LIL ch. - d20&coniTd=20230 TV g
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= DCO6 computing

Grid Experience — pre CCRC08

challenge

> DCO4 before that 5 k 1,

# Data removed now

> Many m|”|ons of even-rs- Sep  OCt  Now  Dec

simulated, moved,
reconstructed

= Ran until July 2007

> 120 sites, b continents |losichiicetsr.
> Clean up / small
productions ongoing

> Use DIRAC2 for all thif

. S
Last Year Running Jobs =
=
| ' L
: . -
-
o=
-
...... H
=
m
-
H
=
m
= 'l =
1] ﬂ.—ﬂ
Jan Feb Mar Apr HMay Jun Jul
LZG Jobs M Dirac Jobs [@ Total Jabs
HroIrac. Zurich-MH. ch 0.14% [ALCGE. IRE.hr 0.11%
HoIrAC. Zurich. ch 0.14% ELCG.ITEP. 11 0.21%
O uoG.2c20.bg 0.36% ELC6. KFKI.Iu 0.73%
Oics.2uvER. £x 0.24% ELCG.KIAE.ru 0.20%
B L1oG.Barcelona.es 1.08% [OLCG.KIAM. ru 0.09%
Hics.Bari.it 0.17% [ELCG.Krakow.pl 1.41%
B 10G . EHAM-HEF. uk 0.03% MLcG.LAL.fr 0,848
H1ics.Eologna.it 0.01% MLCG. Lancashire.uk 2.00%
Hics.cagliari. it 0.06% [OLCG.LAPP. fr 0.02%
B 106 .Catania.it 0.15% [OLCG.LISA.nl 0.63%
B icc.cERL.ch 25.42% PG, Liverpool.uk 0.61%
OLcs.CESGA. &= 0.04% MELCG.LPC.fr 0.75%
0 106G .CEG. fr 0.27% MELCG. LlPU-fails. fr 0.10%
B L0G.CIIAF-GRIDIT. it 0.04% [ELcG.LPU.fr 0.31%
Oics.cuar.it 3.87% Mics.Manchester .uk 15.315%
[l LO05.CHE. es 0.15% [LcG.lapeli-atlas. it 0.02%
B L1oG.CPPH.fT 0.69% MELCG.vapoli.it 0.03%
O uos.cscs.ch 0.12% HEics.NIKHEF.nl 3.32%
010G . Dortmnd. de 0.26% Hicc.ov.il 0.04%
0 L0G . purham. uk 0.61% OucG.oxford. uk 0.54%
A 106 .Edinburgh.uk 0.04% [JicG.Padova. it 0.24%
0105 .EELA-CIEMAT. e 0.21% [@Eicc.Pisa. it 0.20%
010G .ETF-RTH.1v 0.14% [E1cG.FUPI.Iu 0.37%
Oics.Ferrara.it 0.19% [ELCG. gMUL. uk 10.66%
B 10G.FESE.hr 0.08% ML1CG.RAL-HEP.uk 1.61%
B 106 . FORTH. gr 0.89% EL1cG.RHUL.uk 0.81%
H1ics.6lasgow.uk 3.63% [E1CG. SIUP. 11 0.34%
B 1o6.GR-01. gx 0.09% [DOLCG.Sofia.bg 0.06%
B LoG.GR-05. gx 0.10% MEiLcs.TCD.is 0.21%
010G .GRIDIA . de 9.04% [1cG. Terine. it 0.51%
B 106G . HG-02.gr 0.59% MLCG.ULAFEIM. tx 0.46%
Hics.BGc-06.gx 1.16% [ucG.usc.es 1.55%
B 106 . HPC2U. =2 0.30% Eics.vARSAW.pl 0.47%
B L1os.Imperial. uk 0.07% ME1cG.woss.pl 0.11%
Oios. InzP3. fr 3.31% [DicG.¥EIZMAIMI.il 0.02%
0.

Feb 28 2007, 08:40

Hics.1PSL-1PGP.fr

RS
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= Replicate evolution of data during LHC runs
> Eguivalen’r of 1 month of running, 50% machine cycle
efficiency
» Data distribution from pit to TO, then T1
Z rfcp: Pit to TO
# FTS: Out of TO
# Stable, match or exceed requirement during stable running
> Reconstruction, stripping at TO, T1
# Problems at various sites - primarily dCache

Z Open files directly on the SE
= Fall back option of copy to worker nodes possible
= Can lead to other problems however at some sites

2 Use srm2.2 on all sites
# Testing xrootd protocol now

» Re-distribution of DSTs between TO, T1 sites using FTS
» We had problems with our bookkeeping
# Being intensively developed right now

% Improved error reporting in workflow and pilot logs

LHC reeded for future 8
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May CCRC08 at RAL

Jobs in Running state at LCG.RAL.uk

Week 18
Generated on 2Z008-06-06 13:09:02 UTC From 2008-0%-01 00:00:00 to Z005-06-06 00:00:00

Week 19 Week 20 Week 21 Week 22 Week 23
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= Prepare intensively for data taking

= For T1 centres
» Restart CCRC type activities once DIRAC3 is ready
> The stripping is being finished through DIRAC?2

= At the T2 centres
» Test MC production using DIRAC3
» Run small scale productions
2 Broadly ~1500 jobs a day, 20% in the UK

> All of the MC production should migrate from DIRACZ2 to
DIRACS3 over the next few months

» Small scale DCO6 requests are currently being met through
DIRAC2
# Also some user simulation and analysis also running
» As mentioned, do not need much storage on T2s

# If we have large enough storage, can use it for analysis
= No formal structures in place for this as yet

LHCD
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To be run on
DIRAC3 soon

(hopefully)

CG: 99.51%

Jun 20 2008, 09:16

Total Running Jobs: 1895
DIRAC: 1.90% LCG: 97.68%

Jun 20 2008, 10:10

LLHCDb jobs on

Total Running Jobs: 406 ~
DIRAC: 0.00%

DIRAC2

Bl SLITE. BMEGrid.hn 0.49% [JLCG.NRPOLI-2TLAS. it 0.25%
[ Lo5 . BHAM-HEP. uk 0.74% [Eics.oxford. uk 1.23%
Hros.EBriztel-gpc.uk 0.25% [OLCs.PIC.es 1.48%
B ics.Briztel.uk 0.49% [EicE.Piza.it 3.20%
B oz .Brunsl . uk 0.49% MELCE.FUFI.zu 0.25%
B ios.cagliari. it 0.74% [JLCG.RAL-HEP.uk 1.20%
0 ros.ceril.ch 30.79% [DLcG.RAL.uk 0. 25%
B ios.cusF-T2. it 0.25% [LcE. sheffield.uk 1.03%
OdLos.cnar.it 1.23% [EiLcE. SRCE.hr 0.74%
Hyics.cscs.ch 0.74% BLc3.TCD.ie 2.06%
0 ics.pESY .de 1.48%
O nos . pertmind. de 2.71%
O Lros.GRIDKA . de 5.01%
Ouos.pE-02.gx 0.49%
M LCG. IHEP .2 0.74%
Oros.1l-BEu.il 1.72%
OLos.ITEP.TU 0.99%
Oroz.1Twd.de 0.25%
B LoE . JIVR.ru 5.42%
HLoE.KIAE.TU 0.25%
Hics.LaL. fr 4. 68%
O ios.vancashire. uk 1.48%
Orcs.Lapp.fr 1.23%
O Los.Legnareo.it 0.74%
B Los. Liverpool.uk 0.25%
Oics.Lpc. fr 0.25%
Oiocs.vpi-fails . fr 1.97%
B ros.Le. fr 1.07%
B Lo5 .Manchester.uk 0. 00%
Oucs.Milane. it 0.74%
B oIRac. Zurich-MH. ch 0.90% [JLCG.Lancashire.uk 1.79%
BoIrac. Zurich.ch 1.00% [@ALoG.1apP. fr 0.63%
B sSLITE . BMEGY id . hu 0.42% [OLCcG. Legnare.it 2.27%
B 103 . Barcelona .= 0.58% [OJuocc.Lec.fr 1.16%
dros.Bari.it 0.37% [Oucs.wPu-fails. fr 1.95%
B 103 . BEHAM-BEP. uk 2.1e% Pics.manchezter.uk 3.85%
HALoz.Eristel-HEC. uk 0.53% [LCG.1RPOLI-ATLAS. it 0.21%
HLos.Brunsl.uk 5.22% [EALCG.1IEHEF.nl 2.01%
B o5 .cambridge .uk 1.00% [Eics.oxford.uk 5.33%
O ros.ceEr.ch 21.27% [MOucG.pIc.es 3.64%
B ios.cuaF-T2. it 1.95% [EiLcc.piza.it 1.95%
ALos.cuar.it 2.16% [ELCG.FIPI.ru 1.00%
HLos.cPRM.fr 0.79% [OLCG.RAL.uk 0.26%
Oros.pESY .de 0.58% [ALCG.RHUL. uk 1.74%
Ouos.portmund. de 1.27% [Eicc.moMaZ it 0.37%
0 1o5.5RI0KR . de 2.85% MELCG.sheffis=ld.uk 1.48%
B ios . Hz1lazGrid. gr 0.95% MELca. s11P. r1 0.05%
Ouos.HG-02.gr 0.37% [DLCG.Ss5-PISA.it 0.32%
Hucs.1FH. de 1.16% MELCG. SRCE. hr 0.95%
Ml Lo5.1HEP. 21 0.53% [ELCG.TCD.ie 0.42%
Bios.112P3. fr 4.64% [Eicc. Trieste. it 3.17%
B Los. 1R ru 0.74% [MAicc.vsc.es 3.43%
B L105.1P5L-IPGP. T 0. 16%
B 105, IRE. hr 0.42%
O Los.ITEP.TL 1.21%
Hros.1Tme.de 2.16%
BLos.JINR.xu 2.E0%
HLos.KIRE.Tu 0.69%
BLos.mIaM.ru 0.11%
Hros.LaL. fr 1.11%
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