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new firewall

new
windows update server

More use of Sophos but some problems
anti-spyware software running on all centrally

managed systems

new firewall

most windows machines moved into domain

new
firewall plus new Virtual LANs

centralised client firewall policies




Aim to provide general purpose Linux based system for code
development and testing and other Linux based applications.

New Unix Admin (Rosario Esposito) has joined us, so we now
have more effort to put into improving this system.

New main server installed (ppslgen) running Scientific Linux
(SL3)
File server upgraded to SL4 and 6TB disk array added.

Two dual processor worker nodes reclaimed from Atlas Barrel
assembly and connected as SL3 worker nodes.

RH7.3 worker nodes migrated to SL3

Some performance problems with gnome (Solved by using fixed
fonts) and SL3 from exceed. Evaluating alternative (NX) for
exceed which doesn’t exhibit this problem (also has better
integrated ssl).

Tested VMware player, on Windows Desktop, running a SL
image, as a batch worker. It is possible but performance an issue.
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General Puipose Systems
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Particle Physics General Purpose Linux Servers : pplxgen & ppslgen
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ppslgen is a dual 2.4GHz
Xeon system with 4GB
RAM and runs SL3.0.4.

It replaces....

pplxgen is a Dual 2.2GHz
Pentium 4 Xeon based
system with 4GB ram. It
is running SL3.0.5

It was brought on line at
the end of August 2002.

Provides interactive login
facilities for code
development and test
jobs. Long jobs should be
sent to the batch queues.

New Dual (Dual Core)
system to be added
shortly. 11



Particle Physics General Purpose Batch Farm

i T OV |

PP batch farm now running SL3
with Torque (the replacement for
Open PBS) can be seen below

pplxgen

This service became fully
operational in Feb 2003.
Additional 4 worker nodes were
installed in October 2003. These
are 1U servers and are mounted
at the top of the rack.

Currently a total of 39 cpu’s
| available to ppslgen/torque.




Particle Physics: Data Storage

The Linux File Server: pplxfs1
Dual 1GHz PIll, 1GB RAM

The original 1.1TB of SCSI disks
have been supplemented by a new
Eonstor SATA RAID array added in
April 04. 16* 250GB disks gives
approx 4TB , and another in Sept 05
with 16*400GB disks about 6TB.
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CDF Linux Systems

Purchased as part of a JIF grant

for the CDF group.

IBM x370 8way 700MHz Xeon server
s With 8GB RAM

=~ and 1TB Fibre Channel Disks
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11 Dell 2.4GHz P4 Xeon servers with | hi &

9TB SCSI Disks :
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s - Runs CDF software developed at
Fermilab and Oxford to process data
from the CDF experiment.

=

CDF kit is now 3 years old,

the servers that were at RAL

have been shared among the four
universities. Oxford share

IBM x370 8 way SMP 700MHz Xeon
5 disk shelves (~3.3TB)

6 Dual 1GHz PIIl servers
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Oxford Tier 2 centre for LHC

= —— Two racks each containing 20 Dell dual
e on ol | 2.8GHz Xeon’s with SCSI system disks.

1.6TB SCSI disk array in each rack.

Systems are loaded with LCG software
version 2.7.0.

The systems have been heavily used by the
LHCb, ATLAS and Biomed Data
Challenges.

Network Monitoring Box installed and
working

5 SouthGrid Testzone machines added for
pre release testing.
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SouthGrid Utilization 2005
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Level 1 Computer Room??

Last Year you saw th
space we could use.

There are now 5 rack
of computers located
here.

Bad News:
No Air Conditioning
Room also used as a g
Conversion of Roo
is taking time...B

SRIF Rynoing $86988arendon, Oxford grid development, and Ex RAL CDF IBM 8 way
to build joint room for
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