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ATLAS User Analysis

• ATLAS computing model sees user analysis as the 
dominant activity at Tier-2s

• Currently a lot of user analysis happens at CERN 
or at T3

• This will not scale when real data arrives

• Some non-grid user activities already have 
caused significant problems for T0➔T1 data 
replication

• Distributed analysis campaigns being mounted



Analysis Job Submission
• Two front ends:

• ganga - generic job submission tool

• pathena - athena on the grid front end

• Two back ends:

• gLite WMS - standard EGEE resource broker

• panda - ATLAS resource broker based on a pilot 
job model

• Ganga can submit to both backends, pathena only 
to panda

• In the past only the WMS backend was used for 
ganga in EGEE



Typical Day at the WMS
WMS ate my 
job(s)



Other WMS Issues

• The WMS knows nothing about ATLAS 
dataset model so it does not do any real 
brokering anyway

• Extra components always introduce new 
failure modes and obscure lower layers

• Job priorities are extremely difficult to 
manage with WMS - lots of work, crude and 
inflexible



So in a nutshell we’d 
like to...

• Be able to submit user analysis jobs 
through panda as well as the WMS
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DN Problem

• Pilots are submitted from one DN

• Jobs are submitted from another

• glexec should be used to change the UID of the 
job to the pool account of the submitter

• But it is not yet released to production

• Should have been delivered in July

• So we would like to ask that sites accept these 
jobs even without UID switching



Traceability
• You can trace the panda job which was run on 

your site from the panda monitor

• http://panda.atlascomp.org/

• Enter a batch system ID into the “job” search 
field

• Use batchID@SITE on SGE clusters

• You will recover the panda job, with the DN of 
the submitter, the transform and the job’s 
arguments

http://panda.atlascomp.org
http://panda.atlascomp.org


Here’s one I prepared earlier...

• http://gridui07.usatlas.bnl.gov:25880/server/pandamon/
query?job=1534575.svr016.gla.scotgrid.ac.uk

http://gridui07.usatlas.bnl.gov:25880/server/pandamon/query?job=1534575.svr016.gla.scotgrid.ac.uk
http://gridui07.usatlas.bnl.gov:25880/server/pandamon/query?job=1534575.svr016.gla.scotgrid.ac.uk
http://gridui07.usatlas.bnl.gov:25880/server/pandamon/query?job=1534575.svr016.gla.scotgrid.ac.uk
http://gridui07.usatlas.bnl.gov:25880/server/pandamon/query?job=1534575.svr016.gla.scotgrid.ac.uk


Tests We’d Like to Do

• Compare the efficiency of ganga analysis 
done through the WMS and through panda

• This will be done through a ‘personal 
pilot’ from the user who submits the jobs 
(i.e., pilot submitter and payload 
submitter are the same)

• Open the system to a small number of 
users to try more general analysis



Breaking policy

• EGEE Joint Security Policy Group

• Acceptable Use states

• No intentional sharing of credentials for Grid 
purposes is permitted.



Current Status and 
Future Plans

• Canada, France and US already run analysis 
via the panda backend

• We will move to using glexec as soon as we 
can

• WLCG MB to be approached

• This test will provide very important 
information about which direction the user 
analysis implementation should go


