UK-V meeting Sheffield  16th June 2004
Minutes and actions

Minutes from the previous meeting were accepted.

New people: Richard French is a new engineer from Sheffield working on assembly at Liverpool, and Manchester has two postgrad students working on ATLAS.
Actions from previous meeting:
Glasgow bonding situation better-see Will Bell’s report
Good response for requests for manpower for disk and endcap assembly work and CB has sent document to Janet.
Following recommendations of the ATLAS-UK Management Board the work on the X-ray survey at Lancaster is put on hold.

Outstanding actions:

How to include visual inspection data in DB
Selection of modules for disks, will be discussed at  June SCT week

Overview and critical paths/deadlines, Phil Allport
Fan-ins have improved with new cutting but there is a large pipeline and there may be some problems with matching flavours to modules

Spine delivery picking up but still a bit erratic, RB’s involvement has helped a lot. 
Hybrids delamination has been solved, 60/week have been delivered but need to get to the promised 120/week.
Production quality: upto ~80-90% for UK and Geneva but other groups are have a lower yield as they are still starting-up. There is a backlog of modules in the UK after mechanical assembly at Manchester.

The global yield is plateauing at ~85% and this is acceptable to meet the number of modules required.
UK-V ~85% and Manchester ~80% in good (?)
Problems arising are mainly metrology, few electrical problems. 

Main problem for the schedule is a mis-match of production rates in different centres eg Nikhef finish early, UK-V and Freiburg~mar-05 but MPI and Prague are late. This needs to be optimised eg by asking Nikhef to carry on making modules after they finish.
Hybrids, Jeff Bizell
12 hybrids been tested at a time using 2 kits, mon-thurs and thurs-fri; potential for 24/~week if delivered.

Delivery rate slightly low.

Freiburg are sending hybrids directly to Jeff, this works well. There will be a delay if we switch to CERN delivery. So Freiburg should continue to send hybrids direct to Jeff.
Spines: Phil Allport on behalf of Richard Bates
Outers are nearing the end of production and they have been of good quality.
Production of middles and inners is slower.

Some problems  remain with  glue coverage and washer damage, RB is  providing rapid feedback through phone meetings with IHEP.

Damage to washer end leads to problems with metrology-see Steve Snow

CIS modules

The worry that we could end up making CIS based modules was expressed. This may require re-tuning bonders so we do not want to do this, particularly if it involves a break in the production of Hamamatsu modules. 
Action: Decide on whether UK-V makes CiS based modules

Valencia report: Salvi Marti
Good+pass ~80%

Defects observed: detector scratches, 5 connected detectors--pass, broken ceramics, stains on hybrids.

Production rate up to 5/week from original of  4/week. Looking at going to 6/week. Main bottle-neck is QA testing

Module z-profiles change after thermal cycling.

TC affects sepf and sepb, parameters decrease after TC now on large sample of modules. TC is done a few days after assembly over the weekend,  but is the glue cured. Geneva have seen a similar effect but is it the same ?
Manchester report: Steve Snow
189 assembled

177 good – survey, visual, IV and hybrid conf

8 pass – survey slightly out of spec

4 fails – but this was during start-up
All in Z-spec this year, but a few did go out of spec after TC. There may be a correlation with the bow of spines.
No XY survey failure in last 80 modules

Observed a drift in the turn-plates, over 1st 20-30 modules but this has now stabilised.

I-V looking good, no recent problems. When IV problems are observed, these can be correlated with detector batches.

Spine QA, problems are now due to low glue coverage as it will affect thermal properties and slot problems

What next ? Do we swap to middles and then swap to inners or finish of outers first.

Action: Decide on whether to continue with outers or swap to middles.

Have all parts except glue, middle frames and lids.

There will be spare fan-ins at the end of the production.
Glasgow report: Will Bell
5 mods awaiting pre-bond tests

12 mods in bonding queue
1 module awaiting further tests

1 mod from fan-in

1 mod trouble with HV connection

2+3+5 mods to be re-worked

Bonding quality degraded in may and engineer came to check the system. Bond-head and generator went to H+K and were tested in another machine and appeared to work ok. However, engineers from H+K could not make the bonder work in Glasgow. Finally took generator and bond-head back to H+K. Engineers returned on Fri and as of Mon and it works !

A Module has been observed with deposit on fan-in that appears to result in low gain. 
Aim to go to bonding 10/week to clear backlog.

Report from Liverpool: Scott Lyndsey
102 from mancs(80 completed(69passed, 11 fails
22 still being tested

9 on-hold, HV encapsulation problems

4 on-hold cannot be biased

9 progressing normally

3 middles successfully wire-bonded

13 outers from Glasgow and 17 middles from Valencia (1 with broken spine for testing)

Datebase: Joe Foster
DB should be up-to-date seems to be some data missing.

1 recent module with I-V problems, see Scott’s talk Some modules have had problems, but they have been trained, but it is not known how stable the trained detectors are.

Action: Put trained detectors into disks for tests in cold room to investigate stability
SCTDAQ does not automatically flag modules failing NO-spec

Action: How do we ensure this is entered in the DB ?

Yield calculation: varies between only looking at ones that are completely tested vs some with holds; so yield is between 70-85% for UK-V
The identification of modules for re-work in the DB is not clear. Disparity between what DB says are modules with problems and what JF has from emails etc.
Action: Sort-out how to handle re-work modules in DB

Endcap engineering: Stephen Haywood
9C was delivered to Liverpool.
Time estimates for services to disk: 2 circuits/week/man, so 1 ring/2 weeks

Disk w/o inners ~10 weeks/disk (2w contingency), with inners ~12 weeks. This gives the following schedule for delivery:
Dates: 9C 30/4

8: 2/7

7: 23/7

6: 22/10

5: 11/11

4: 25/11

3: 17/2

2: 3/3

1: 3/3

These are the best estimates but subject to outside influences-bare disk delivery, services, no major failures

Action: Where should 8C go, store at RAL ?
Components, generally ok. Need DCS form Brenner, FSI will be ‘just-in-time’; tapes are the problem.

The support cylinder repairs have had  problems with glue not-setting and the precision of alignment  bars manufactured in industry.

Donut metrology will be sent to Nikhef for development of z-alignment bar.
Disk assembly: Peter Stucliffe/Tim Jones
Assembly table module(disk ready to go

Crane ready to go

Cooling plant—tested with 3kW dummy load in cold room, ok

Tests with dummy middle circuit in progress

PSU system—testing of 6 ch ready

DAQ – 5 hybrids and module r/o on disk
Module could not be read-out but hybrids were ok, module was check in Valencia box and ok but could not be read-out at a good point ie where a hybrid worked.

Disk 9 testing going well,

Metrology of pins has confirmed that they do not move after cooling

Action: Need tooling to remove modules before they are put on

System test and SR1 status: Jo Pater
System test is currently moving to SR1.
Problems with s/w of LV, vcsel would trip due to voltage limiters on PPF3. 

Noise on new ppf1 etc, same as before.

Noise measurements with redundancy links show an increase in noise when the links are in place. The tests will be repeated when ST in SR1. One option to reduce this is to short out the input resistor on the hybrid.
In SR1 cabling is in progress. The thermal enclosure for testing barrels when they arrive is being built by Geneva. The cooling plant is ready but  need an updated ROD to run the current sw. Monitoring of on-barrel sensors is being setup.
