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Facts ‘n’ Figures.
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The ScotGrid Team
• Glasgow

• Graeme Stewart - Technical Co-ordinator.

• Andrew Elwell - Data Management Expert.

• Mike Kenyon - Glasgow Grid System Manager.

• Edinburgh Compute and Data Facility
• Sam Skipsey.

• Steve Thorn.

• Greig Cowan.

• Durham
• Phil Roffe.

• David Ambrose Pearce.



ScotGrid

Hardware

• Glasgow
• 140 Worker Nodes: 2 x Dual Core Opteron 280 CPUs = 560 Job slots.

• 9 Grid servers: 85TB of useable SRM storage (RAID 6 + 1 “hot spare”/server).

• ECDF
• 230 Worker Nodes:  Mix of 2- and 4-CPU 64bit Intels ~1500 Job slots.

• 5TB of useable SRM storage.

• Durham
• 53 Worker Nodes: Pentium 2.0/2.4/2.6 GHz = 106 Job slots.

• 12TB of useable SRM storage.
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Site Availability
(Steve Lloyd’s Tests)

Durham ECDF Glasgow
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GridView “Overall” 
Availability

Glasgow

ECDF

Durham
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CPU Used

Durham ECDF Glasgow
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Data Storage

• Disk pool manager: SRM v2.2 across 
ScotGrid.

• Glasgow:  Migrated to xfs now that x86_64 
is supported by DPM.

• ScotGrid now has space tokens.

• Reliability excellent: 0 failures over 12 
months for 220 Western Digital 0.5TB 
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WLCG Nagios
Monitoring

https://twiki.cern.ch/twiki/bin/view/LCG/

• Prototype Nagios Grid Service monitoring.

• Installed as per TWIKI instructions.

• “Remote & Local” installation.

• Results from SAM tests & local tests are monitored.

• Biggest problem was getting the MyProxy 
proxy working.

• Caused by bug in the old MyProxy code that runs on 
myproxy-fts.cern.ch.

https://twiki.cern.ch/twiki/bin/view/LCG/GridMonitoringNagiosInstall
https://twiki.cern.ch/twiki/bin/view/LCG/GridMonitoringNagiosInstall
https://gus.fzk.de/pages/ticket_details.php?ticket=36542
https://gus.fzk.de/pages/ticket_details.php?ticket=36542
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Tactical Overview
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Sites’ Headline News.
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Glasgow CE Woes

• In February we suffered a failure of the CE.

• At 17.00: load started to rise to ~100.

http://
http://
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Glasgow CE Woes

• In February we suffered a failure of the CE.

• At 17.00: load started to rise to ~100.

• At 18.00: hard crash.

• At 22.00: defeat accepted!
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“Every cloud...”

• Took the opportunity to bring March’s 
downtime forward.

• CE & DPM headnode moved to SL4 x8_64.

• SL4 CE appears to scale much better.

• Batch system upgraded to Torque 2.1.9/
Maui 3.2.6, running on SL4 x86_64.

• Queues reduced to 4, with queue lengths 
of 30m, 6h, 3d and 7d.



ScotGrid

ECDF

• ECDF now online & validated.

• SAM tests were being killed by the batch 
system.

• Problems due to SGE “virtual size limit” on jobs.

• ATLAS software validation kit couldn’t 
“phone home”.

• Outbound port 443 was firewalled!

http://scotgrid.blogspot.com/2008/01/happy-new-year-scotgrid-now-with-added.html
http://scotgrid.blogspot.com/2008/01/happy-new-year-scotgrid-now-with-added.html


ScotGrid

Durham

• March 08: Upgraded CE, SE, UI & WNs to 
SL4.6.

• cfengine’d: installs packages, config files & 
runs YAIM.

• Had previously used “home-brew” installation scripts.

• Conclusion: cfengine is worth the time & 
effort of installation! 

http://scotgrid.blogspot.com/2008/03/durham-sl4-install-success.html
http://scotgrid.blogspot.com/2008/03/durham-sl4-install-success.html
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New/Improved 
Services.
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ScotGrid wiki
http://www.scotgrid.ac.uk/wiki

http://www.scotgrid.ac.uk/wiki
http://www.scotgrid.ac.uk/wiki
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Glasgow gLite WMSLB

• Combined gLite 3.0 WMS/LB on same 
(SL3) machine.

• Installation was relatively pain-free.

• gLite user must exist.

• gLite-WMSLB meta-package does not install the gLite-yaim-
lb package. 

http://www.scotgrid.ac.uk/wiki/index.php/Glasgow_GLite_WMS_installation
http://www.scotgrid.ac.uk/wiki/index.php/Glasgow_GLite_WMS_installation
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Glasgow gLite WMSLB

• Combined gLite 3.0 WMS/LB on same 
(SL3) machine.

• Installation was relatively pain-free.

• However, have observed very high loads.

http://www.scotgrid.ac.uk/wiki/index.php/Glasgow_GLite_WMS_installation
http://www.scotgrid.ac.uk/wiki/index.php/Glasgow_GLite_WMS_installation
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Glasgow gLite WMSLB

• High load killed WMS in early June.

• Pheno user:

• Submitted ~20,000 jobs.

• Without proxy renewal.

• Couldn’t kill their jobs!

• Reverted back to RB.

• Considering an additional WMS.

http://scotgrid.blogspot.com/2008/06/whos-crying-now.html
http://scotgrid.blogspot.com/2008/06/whos-crying-now.html
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ScotGrid VOMS Server

• VOMS server installed at Glasgow.

• Enables us to quickly respond to local 
users’ needs.

• vo.scotgrid.ac.uk, vo.nanocmos.ac.uk, 
vo.panda.gsi.de

http://www.scotgrid.ac.uk/wiki/index.php/Glasgow_VOMS_server_administration
http://www.scotgrid.ac.uk/wiki/index.php/Glasgow_VOMS_server_administration
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ScotGrid-Glasgow
Tier 2.5

• Interface local (PPE) resources with Grid.

• Local-level access for data, job preparation.

• ScotGrid’s DPM ATLAS datasets available 
via RFIO.

• gLite 3.1 UI available on all Linux desktops.

• Removes need for ScotGrid username 
(e.g., gla046 ⇒ mkenyon). 
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And Finally...
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Vendor Hardware 
Support

• ClusterVision

• “...little more than replacing faulty/suspect 
components.”

• “...no real support in the sense of problem 
solving.”

• “...didn’t even supply PC Doctor or similar.”
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Procurement ‘08

• Tendering for ~ £400,000 of CPU & disk.

• Aiming to bring ScotGrid up to:

• ~500TB of storage.

• ~2,000 KSpecInt2000 of CPU.

• Targeting Q4 2008 for switch on.

• Machine-room work to start next week.



ScotGrid

Glasgow Machine 
Room II


